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Econ 812

Week 1: Efficiency and Probability

The Many Meanings of Efficiency

A.

E.

The Merriam-Webster College Dictionary defines "efficiency” as
"effective operation as measured by a comparison of production
with cost (as in energy, time, and money)."

Economists occasionally do use "efficiency” in the dictionary sense
- ratio of the value of output to input or something similar.

But normally they use it in quite different ways, and unfortunately
often equivocate between the various usages.

The two most common uses in economics are:

1. Pareto efficiency

2. Kaldor-Hicks (or cost-benefit) efficiency

Since much of micro analyzes efficiency, it is important to
understand these terms' precise meanings.

Pareto Efficiency, |

A.

B.

C.

Most of the famous theorems in welfare economics discuss Pareto
efficiency.

A situation is Pareto efficient iff the only way to make one person
better off is to make another person worse off.

Similarly, a Pareto improvement is any change that makes
someone better off without making anyone else worse off.

Slight variant - a situation is Pareto efficient if there is no way to
make everyone better off. Note that in a perfectly continuous world,
this is equivalent to the other definition. Why?

In theory, it is quite possible that people will voice objections to
Pareto improvements for strategic reasons. So it is not equivalent
to a demonstrated preference standard.

In a highly stylized theoretical setting, we will see that Pareto
improvements are conceivable. Ex: If everyone has identical
preferences and endowments.

Pareto Efficiency, Il

A.

Even so, there is a strong argument that, in the real world:

1. Everything is Pareto efficient.

2. Pareto improvements are impossible.

Why? Almost any change hurts someone, and it is highly unlikely
in practice that literally everyone can be compensated, that
absolutely no one will be missed.

Ex: | buy your watch. How will we compensate everyone who
might have asked you the time?



D.

More fruitful variant: Analyze the Pareto efficiency of ex ante rules
instead of ex post results. But even then, someone somewhere is
sure to slip through the cracks.

Kaldor-Hicks Efficiency, |

A.

w

o 0
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In practice, then, economists almost always switch to Kaldor-Hicks

efficiency, aka "cost-benefit efficiency."

A situation is Kaldor-Hicks efficient iff the dollar value of social

resources is maximized.

A Kaldor-Hicks improvement is any change that raises the dollar

value of social resources.

Every Kaldor-Hicks efficient situation is Pareto efficient, but most

Pareto efficient situations are NOT Kaldor-Hicks efficient.

Ex: You value a watch at $20, | value it at $30, the strangers you

will encounter value your having the watch at $.10, the (different)

strangers | will encounter value my having the watch at $.10.

1. If I have the watch, the situation is K-H and Pareto efficient.

2. If you have the watch, the situation is Pareto but not K-H
efficient. Social value on the watch rises from $20.10 to
$30.10, but your time-askers lose $.10.

Every Pareto improvement is a Kaldor-Hicks improvement, but

most Kaldor-Hicks improvements are not Pareto improvements.

K-H efficiency is often described as "potentially Pareto efficient”

because if the value of social resources rises, then (assuming

perfect continuity), you could compensate all of the losers by

sharing the gain in surplus.

But what exactly does this "could" mean? Essentially, you could if

transactions costs of arranging compensation were zero.

This bothers many people - why shouldn't the transactions costs

count just as much as other costs? Ultimately, though, this is just

another way of saying that Kaldor-Hicks improvements don't have

to be Pareto improvements. No one said ever said they were.

1. When you judge whether something is a K-H improvement,
you do count the transactions costs for the move itself.

Kaldor-Hicks Efficiency, Il

A.

K-H efficiency naturally gives rise to another concept: deadweight
costs. If the value of social resources is not maximized,
deadweight costs exist.

Everyone knows that you can transfer resources from one person
to another. That's obvious.

Economists’ marginal product: It is far less obvious that resources
can be destroyed, leaving no one better off.

Ex: Piracy. Itis obvious that pirates transfer treasure from victims
to themselves. The deadweight costs of piracy are far less
obvious. What are they? Treasure that gets lost in the fight,
damage to ships, lost lives on both sides, etc.



E.

F.

G.

1. The point is not that pirates make themselves worse off by
piracy. At least ex ante, they don't. The point is that the
pirates only gain a fraction of what the non-pirates lose.

2. This assumes, of course, that people don't directly enjoy
fighting, watching gold sink to the ocean floor, etc.

Now let's examine Landsburg's K-H analysis of drug legalization.

Main insights:

1. Taxes raised are a transfer, not a "benefit."

2. Imprisonment and effort spent avoiding imprisonment is a
deadweight cost.

3. Theft is a transfer, but resources (time, tools, etc.) used to
steal are a deadweight cost.

4, Voluntary consumption is a benefit!

5. Internalized losses (like loss of productivity) are already
counted in consumption decisions.

Economists often criticize non-economists for thinking in terms of a

"fixed pie" of wealth. In this sense, economists are more optimistic

than the public. However, a corollary is that the pie can also shrink!

In this sense, economists are more pessimistic than the public.

With a fixed pie of resources, conflict at least has to benefit

SOMEONE.

Reducing deadweight costs is always a K-H improvement; if a

situation is K-H efficient, deadweight costs are zero.

VI. Kaldor-Hicks Efficiency versus Utilitarianism

A.

B.

C.

D.

Kaldor-Hicks efficiency is based on dollar valuations, not utility or

happiness.

1. You can know that I'm willing to pay $100 for something
without having any idea about how much happiness it brings
me.

2. Similarly, you can know that something makes me very
happy even if | have a low willingness to pay for it.

Utilitarianism, in contrast, is precisely about maximizing happiness

or pleasure. The main reason economists rarely officially use it is

that it requires "interpersonal utility comparisons.” Simply: How do
you "add happiness"?

People often say that utilitarianism just factors in the marginal utility

of wealth, unlike K-H. There is a point here, though it is not

necessarily true: People might be willing to pay for things other than
happiness.

Utilitarianism is often used to justify redistribution, but even on its

own terms, this doesn't necessarily follow. The "utility monster" is

the standard philosophers' counter-example.

VIl.  The Comparative Institutions Approach and "Second Best"

A.

Demsetz famously complained about the "Nirvana fallacy" - doing
(K-H) efficiency comparisons while selectively relaxing important
constraints.



VIII.

F.

His target was old-style welfare economics, where the solution to
any market shortcoming was government involvement. The
shortcomings of government - and even its basic overhead - were
almost never factored in.

Classic example: P>MC.

Standard solution: Impose P=MC price control.

Secondary problem: With fixed costs, firms now lose money.
Standard solution: Subsidize them.

Tertiary problem: How can the subsidies be funded?
Standard solution: Taxes

: But what about the DW cost of the taxes?!

Demsetz's lesson is that economists should use a "comparative
institutions approach.” Nothing in the real world is perfectly
efficient. What fails least badly?

1. The Tale of the Emperor

When you add more constraints to a standard problem, the original
optimum is usually no longer feasible. Economists frequently refer
to the original optimum as a "first-best solution," and the new,
worse optimum as a "second-best solution."

Example: Pricing subject to a P=AC constraint in a decreasing cost
industry.

ourwNE

Moral Philosophy and Efficiency

A.

Who cares about efficiency anyway? Does anyone seriously

believe that the right action is always the one that does the most for

K-H efficiency?

One popular reply: K-H efficiency combined with redistribution.

1. That still seems highly inadequate to me. What about desert
and entitlement?

More moderate view: Efficiency is probably ONE of many

consequences worth thinking. Why then should economists

concentrate on it? Because they have special training for

distinguishing transfers from DW costs, but no special training in

moral philosophy. Economic analysis thus becomes a potentially

useful input into the moral thinking of others.

Probability, Objective and Subjective

A.

B.

Probability language allows us to quantify uncertainty. There is
more to say in an uncertain world than "I don't know."

Least controversial interpretation: objective probability. Even when
you do not know what will happen, you can still talk about relative
frequencies of various observed events in the past.

But objective probability is problematic in many ways. Most
notably, it implies that you cannot talk about probability of unique
events. If you take this idea seriously, moreover, you will realize
that every event is, strictly speaking, unique, so you could never
apply probability to the real world!



This leads us naturally to the broader but more contentious

subjective interpretation of probability.

A subjective probability is simply a degree of belief that a person

assigns to a proposition. Simple axioms of probability:

1. Beliefs range from impossible (p=0) to certain (p=1).

2. Since something is certain to happen, the sum of all
probabilities about an event must equal 1.

Main objection to subjective probability: Realism. People rarely

explicitly assign probabilities to events.

My reply: Even so, people almost always have some probabilities in

the back of their minds. Probabilities is like willingness to pay.

Further objection: When people are asked difficult questions, they

often say "I don't know."

But what if they HAD to guess? In real life you must.

Common sophism: "No one can 'know' X."

1. If this means "No one can know X with certainty,"” then it's
obvious but uninteresting.

2. If this means "No one has any idea at all about X," then it is
clearly false.

Does probability theory rule out "surprise"? Not at all. The
occurrence of the improbable, extreme events is inherently
surprising.

In practice, economists typically use the subjective interpretation of
probability, but add assumptions that link subjective and objective
probabilities. More on this later.

Conditional Probability and Bayes' Rule

A.

Subjective probability theory puts no constraints on pre-evidential
beliefs, but it does restrict the way that people can update their
beliefs when new evidence comes in.

Conditional probability formula: P(A|B)=P(A&B)/P(B).

1. Ex: P(2 headslfirst flip is heads)=P(2 heads)/P(first flip is
heads)=.25/.5=.5.

2. Ex: P(child saw monster|says he saw monster)=P(child saw
monster & monster)/P(says he saw monster). So if P(child
saw a monster and monster)=10-, and P(says he saw
monster)=.1, the conditional probability comes out to one-in-
a-hundred-million.

3. Note: Conjunction can never be more probable than either of
the components!

A more advanced formula, known as Bayes' Rule, lets us link the

P(A|B) and the P(B|A). Bayes' Rule states that

P(A[B)=P(B|A)*p(A)/[P(B|A)*P(A)+P(B|~A)P(~A)].

Ex: P(child saw a monster|says he saw monster)=P(child says he

saw monster|saw monster)*P(saw monster)/[P(child says he saw

monster|saw monster)*P(saw monster)+P(child says he saw
monster|did not see monster)*P(did not see monster). So if P(child



says he saw monster|saw monster)=1, P(child says he saw
monster|did not see a monster)=.1, P(saw monster)=107, and P(did
not see monster)=1-10", the conditional probability works out to
1*10°7/[1*10-7+.1%{1-107"}]=10"7/[10-"+.9999999]=9.999991*10"".
Bayes' Rule provides a natural framework for scientists to relate
hypotheses to evidence. Let A be your hypothesis and B be some
evidence; then calculate P(A|B).

Ex: The P(minimum wage causes unemployment|Card/Krueger
study's findings). Suppose P(CK findings|m.w. does cause
unemployment)=.3, P(CK findings|m.w. does not cause
unemployment)=.8, P(m.w. does cause unemployment)=.99, and
P(m.w. does not cause unemployment)=.01. Then the conditional
probability comes out to .3*.99/(.3*.99+.8*.01)=97.4%.

Do people update their beliefs "as if" they knew these formulae?
Obviously, they do to some degree. We:

1. ...run away when we appear to see a large fire

2. ...meet reports of alien abduction with skepticism

3. ...believe shocking disaster stories in the NYT, but not the
Weekly World News.

4. ...do not change our minds about the minimum wage when

astronomers discover a new galaxy.
This is fortunate since game theory and information economics
depend heavily on these formulae. After the midterm we will
examine empirical evidence which points to some exceptions.
Application: What should you infer if you think you witness a 0-
probability event?
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Week 2: General Equilibrium

l. Strategic Interaction Between Maximizers

A.

Economists usually think of individual agents as maximizing
something, but rarely analyze individuals in isolation. For social
scientists, interesting questions almost always involve more than
one individual.

Such interesting questions are however analytically challenging.

When one person "plays against nature,” the action is one-sided.

You do not need to worry about how your "opponent” will change its

behavior in response to your behavior. Once there is more than

one person, you do.

1. Even this is oversimplified, since animals can play
strategically to some degree. But no one e.g. expects
wolves and rabbits to form an alliance against hunters.

Given the complexity of the problem, economists have focused a lot

of time on a very easy case. Imagine that there are not just more

than one agent, but a lot of agents. So many, in fact, that you do
not have to worry about how other actors will strategically respond
to your decisions.

1. There are many examples of this kind of thinking. When you
buy corn, you do not contemplate how corn farmers will
respond to your purchase.

Interesting result: Once you make the problem easy in this one

way, you can make it extremely complex in other ways, and still get

clear answers. Analysis of complex economies from this starting
point is known as general equilibrium theory.

Il. Examples of General Equilibrium

A.

Simple example: Suppose | consumers have identical preferences
and endowments in a two-good economy. U=a In x + b In y; a+b=1.
These agents make exchanges in markets where they know their
personal behavior has no perceptible effect on prices.
What happens? Intuitively, this situation is sustainable only if
prices induce everyone to consume their own endowment!
Formally: We can substitute out for y by noting that

_ Income- p,x

Py
Income= p, x+ p, y, SO agents maximize:

ep X+ p,y- pX2
aln x+blng= Y U

e Py ¥

, and in a commodity economy,




Differentiating, we learn that: x= %& y. Since agents consume all

X

- alncome bincome
of their income: x=————, y=——— the usual constant-

Px Py
income-fractions result.
Now simply find the prices that induce everyone to consume their

initial endowments. Set x=x, y=y. Then you have
alp,x+p,y y
(px—pyy). Simplifying, we learn that: Py =2y, The

Py p, bx
equilibrium price of x is directly proportional to the taste parameter
for x and the initial endowment of y; the price of y is directly
proportion to the taste parameter for y and the initial endowment of
X.
What if we make things more interesting by allowing for taste and
endowment differences? Specifically, each agent i has Ui=ai In x +

bi Iny, and endowments x_ and y, . Then what?

Now agents are actually going to make trades at equilibrium prices,
instead of just noting that prices leave no incentive to trade. So we
have to find the prices that induce aggregate consumption to equal
aggregate endowments, taking the full interaction between prices
and consumption into account.

Formally, add up | equations for individual consumption of x as a
function of prices and initial endowments. Then impose the

constraint that § x, =& x . This gives us:
pAX=pAax+pAaay . Soling, we find that:

X =

P u Once again, we have solved for prices as a function
py a bl Xi

of preferences and initial endowments.

1. Note: We would get the same result if we solved for y

instead. Intuitively, if there are two markets and one clears,
so does the other.
Worth noticing: Utility function implies that people will give up
anything to have a finite quantity of each good. If half of the people
had no x, and the rest had both, why couldn't the no-x-ers be
induced to give up practically all of their y?

[I. General Equilibrium in Pure Exchange Economies

A.

B.

General equilibrium problems can be analyzed in very general
terms.

Formally, assume:

1. There are | consumers indexed i=1,...,1.

2. There are K commodities indexed k=1,...,K.

3. Commodity consumption must be non-negative.



4. Utility Ui(x) is strictly increasing in all commodities (stronger
than necessary, but simpler).

5. Consumers start with endowments of commaodities;
endowment of consumer i is €.
6. There is a continuous market price vector p=(pa,...,px) that
agents treat as exogenous.
C. Then let us define general equilibrium to be a situation in which:
1. Consumer i maximizes U; s.t. px¢pe' for all i.
2. Aggregate consumption never exceeds aggregate

R
endowments: § x' ¢ § €'.
i=1 i=1
D. Intuition: Since endowments and utility functions are fixed, what
varies to make an equilibrium possible? The consumption vectors,
x. And what changes consumption vectors? Naturally, the price

vector, p.

Sufficient Conditions for Existence of General Equilibrium

A. Caveat: General equilibrium might still exist even though sufficient
conditions not met!

B. First, note that the inequalities can be replaced with equalities
because utility functions are strictly increasing.

C. Second, note that since this is an endowment economy, multiplying

all prices through by a scalar / changes nothing; if p is an

equilibrium price vector, so is /p. So we can restrict attention to
K

price equilibria where § p, =1.
k=1

D. Then the following assumptions guarantee the existence of general
equilibrium.

E. Assumption 1: Ui(p) has a unique solution for all i and all p.

F. Assumption 2: Total demand for good k exceeds total

endowment for a small enough pk, and falls short of total
endowment for a large enough pk.

G. Assumption 3: The total demand function for k is continuous
in pk for O<pk<1.
H. In a 2-commaodity world (k=2), you can prove the existence of

general equilibrium using the Intermediate Value Theorem. If one
market clears, the other has to clear, and if demand is continuous
and can be too high or too low, it must at some point be just right.
In a k-commodity world, you can prove the existence of general
equilibrium using Brouwer's Fixed Point Theorem. Basic idea of
fixed point theorems: find conditions for functions such that there
must be an f(x)=x. All of our assumptions together conveniently
satisfy Brouwer's Fixed Point Theorem, so QED.

J. How do you get to these fixed points? GE theory usually focuses
on the "Walrasian auctioneer" who adjusts price vectors to



VI.

eliminate excess demands. (Austrians tend to hate this). We will
discuss alternatives later.

Counter-Examples

A.

When would a general equilibrium not exist? Each of the
assumptions is made for a reason. Some of the more notable
possible reasons for non-existence:

Counter-example #1: Lexiocographic preferences, hence no utility
function. No prices would induce people to give up the
lexicographically preferred commodity.

Counter-example #2: Discontinuity. If total demand for x is 90% of
endowment at p=.7, and 110% of endowment at p=.7-e.
Counter-example #3: Demand not "well-behaved" at extreme
prices. This might simply imply O prices for some goods, but there
may be technical complications.

Counter-example #4: Prices are discontinuous. If prices have to be
in discrete 1-penny units, for example, general equilibrium may not
exist.

Remember: Standard theorems give sufficient conditions. G.E.
might exist anyway. Ex: Linear utility functions, where U=x+y.
What assumption does this violate? Can you describe the G.E.
anyway? (Hint: What happens to demand for x if the price of x
exceeds the price of y? Vice versa?)

The Two Welfare Theorems

A.

Market-clearing prices in individual markets have familiar welfare
properties. At the intersection of S&D, total surplus is maximized,
so the allocation must be Pareto efficient.

But can these results be generalized to multiple markets? General
equilibrium theory can prove that the results from simple S&D
cases generalize broadly.

First Welfare Theorem: Under the previous assumptions, the
general equilibrium allocation is Pareto efficient.

There is a standard proof by contradiction. Suppose that x is an

equilibrium allocation but x' is Pareto superior to x.
|

1. Then since x' must be feasible, § x '¢ e.
i=1
|
2. Then since prices are non-negative, § px'¢ pe.
i=1
|
3. Since utility is strictly increasing in consumption, § px = pe.

i=1

| |
4. This implies that § px'¢q px -
i=1 i=1
5. BUT: By the definition of Pareto improvement, all consumers
must weakly prefer x' to X, one must strictly prefer x' to x.
Weak preference requires that x' not be more affordable than



VIl

VIII.

X: px'? px. Strict preference requires that x' be not
affordable for some i, so for at least one person, px'> px.

6. Summlng up these weak and strong inequalities implies that:
a pX' >a px , contradicting (4).
i=1 i=1
E. Many economists find this welfare theorem less than compelling.

After all, an allocation where one person owned everything is also
Pareto efficient. But these economists often find hope in the
second main result (some additional assumptions on utility
functions are needed, and | omit the proof):

F. Second Welfare Theorem: Any Pareto efficient allocation can
be a general equilibrium given some initial endowments.
G. Standard interpretation: Just by changing initial endowments

("redistributing™) in the right way, you can make any Pareto efficient
allocation self-sustaining.

H. Philosophical perspective: All distributive complaints against
competitive markets can be answered with some form of lump-sum
redistribution. Mere existence of the market does not make any
efficient equilibrium unsustainable.

l. Possible contrast: Democracy.

Arrow-Debreu Contingent Claims Markets

A. General equilibrium already seems rather general. But Arrow and
Debreu noticed that it was much more general than anyone
realized.

B. G.E. can handle intertemporal markets. Just think of good k at time

t as a different good than k at time t+1. Instead of trading current
goods, you can trade promises to deliver goods at any time.

C. Ex: | have an endowment of bananas in 2016 that | can trade just
as if there were physical bananas in my hands.
D. More impressively, G.E. can handle an arbitrary level of

uncertainty. Just think of good k if x happens to be a different good

than k if not-x happens.

E. Ex: | have an endowment of bananas in 2016 if average
temperature exceeded 80 degrees. | can trade this contingent
claim just like I had some physical bananas right now.

1. Imagine taking an unconditional claim and ripping it into
pieces, each of which specifies the conditions under which it
pays off.

F. In both cases, the problem is isomorphic to the standard one, so all
of the standard results go through.

G. Natural extension: Betting markets.

H. Particularly interesting: You can analyze contingent claims markets
without specifically talking about time preference or probabilities.

Application: Intertemporal Consumption



Macroeconomists often analyze consumption over time. How can
you move from individual (or small country) analysis to general
equilibrium?

Once again, the trick is to find the prices that induce aggregate
consumption to equal aggregate endowments. In intertemporal
markets, such prices are usual known as interest rates.

So suppose the world is populated by identical infinitely-lived

agents who maximize § 6'In(c,), and have a given endowment
t=0

stream.

Standard result is that each individual sets c,,, = b1+r)c,. If

b(1+r)<1, you consume less every period; if 6(1+r)>1, you
consume more every period.

But what happens in general equilibrium? In general equilibrium,
consumption must equal endowments in every period. Therefore, if
endowments are constant and people have identical preferences,
(1+r)=1/5b.

Similarly, if endowments are growing at a rate (1+g), people want to
smooth consumption by borrowing against their future income. So
interest rates in general equilibrium must rise high enough that
people are content consuming their current endowment and no
more. This happens when (1+r)=(1+g)/ 6. Expected growth
raises interest rates today!
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Weeks 3-4: Intro to Game Theory

The Hard Case: When Strategy Matters

A.

You can go surprisingly far with general equilibrium theory, but
ultimately many people find it unsatisfying. In the real world, people
frequently stand in between the one-agent and the near-infinite-
agent poles.

Even when people start out in the near-infinite-agent case, they
often ex post end up interacting with a few people.

1. Ex: Marriage market

Game theory tries to analyze situations where strategy does matter.
It generally ends up with less determinate answers than GE, but is
often arguably more realistic. ("I'd rather be vaguely right than
clearly wrong.")

Extensive and Normal Forms

A.

Standard consumer choice provides the basic building blocks:

game theory retains the standard assumption that people maximize

utility functions. Slight change: Game theorists often talk about

"payoffs” instead of utility. The concept is the same: Given a

choice of payoffs, agents pick the largest.

1. Payoffs are usually interpreted as von Neumann-
Morgenstern utilities to sidestep issues of risk aversion.

Any game can be represented in two different ways: extensive form

and normal form.

Extensive forms display every possible course of game events, turn

by turn. They show how behavior branches out from "choice

nodes," showing payoffs at the end of each branch as it ends. For

this reason, extensive forms are often called "decision trees."

Simple example: Your career game tree. At each node you can

keep going to school, or get a job and get your payout.

More interesting example: The French Connection subway game.

Criminal decides whether to get on or off the subway; then Popeye

decides whether to get on or off. From the first node, the tree

spreads out into two branches; then each of those branches

spreads out to two further branches; then the game ends. Payoffs

for {Criminal, Popeye}: (on, on)=(0,10); (on, off)=(10,0); (off,

on)=(10,0); (off,off)=(0,10).

Complications:

1. Nature as a random player.

2. Information sets: simultaneous moves are equivalent to
sequential moves with uncertainty.



3. If you learn something before you decide, node representing
what is learned must precede node where decision is taken.

G. Normal forms (aka "strategic forms"), in contrast, display a
complete grid of strategy profiles and payoffs. The grid has one
dimension per player.

1. Important: Strategy profiles often contain irrelevant
information about what you would have done in situations
that did not in fact arise.

H. Normal form of your 1-player career game:

Drop out before H.S. Finish H.S., stop Finish B.A., stop Finish Ph.D., Finish 2 Ph.D.s, stop
10 15 20 gt(;)p 0
l. Normal form of the French Connection Game:
Popeye
On Off
Criminal On 0,10 10,0
Off 10,0 0,10

J. Example from Kreps: Player 1 chooses A or D. If D, game ends. If
A, then player 2 chooses a or d. If d, game ends. If a, player 1
chooses a or d, and either way, the game ends.

K. Normal form:

a d

Aa 3,1 4,3

Ad 2,3 4,3

Da 1,2 1.2

Dd 1,2 1,2

L. Challenge: Write down the extensive form.

II. Strictly and Weakly Dominant Strategies

A. So what does game theory claim people do? It begins with some
relatively weak assumptions, then gradually strengthens them until
a plausible answer emerges.

B. Weakest assumption: People do not play strictly dominated
strategies. If there is a strategy that is strictly worse for you no
matter what your opponent does, you do not play it. If elimination
of strictly dominated strategies leaves you with a single equilibrium,
the game is dominance solvable.

C. Classic example: Prisoners' Dilemma.

D. If all players think this way, you can extend this idea to successive
strict dominance. If your opponent would never play a strategy, you
can cross out that row or column. This may in turn imply that some
more of your strategies are strictly dominated, and so on.

1. Fun fact: Order of iteration does not matter.

E. A dominance solvable normal form from Kreps:

tl t2 t3
sl 4,3 2,7 0,4
s2 55 5-1 -4,-2




F. Further refinement: If probabilistic combination of strategies strictly
dominates another for any probability distribution, that too may be
eliminated. Then this normal form from Kreps becomes dominance
solvable:

tl t2 t3

sl 4,10 3,0 1,3

s2 0,0 2,10 10,3

G. It may happen that one strategy is sometimes strictly worse and

never strictly better than another. Using the criterion of weak
dominance, such strategies may also be eliminated. Unfortunately,
with weak dominance, order of iteration may matter.

Backwards Induction

A.

B.

In any game perfect information, each node marks the beginning of
what can be seen as another game of perfect information.
Question: What happens if we apply the procedure of "backwards
induction,” i.e., repeatedly apply strict dominance to these
"subgames"?

Intuition: Systematically reason "If we get to this point in the game,
no one would even do such-and-such, so we can erase that part of
the tree."

Modest Answer: We can eliminate more possibilities than before.

1. Consider extensive and normal forms from Kreps (Figure
12.5).
2
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Figure 12.6. Rosenthal’s centipede game.

Immodest Answer: Any finite game of complete and perfect
information without ties becomes dominance solvable.

1. Chess example

Ex: The Centipede game (Figure 12.6)
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Figure 12.5. A simple extensive form game
and its normal form counterpart.

V. Pure Strategy Nash Equilibrium

A. You can only get so far with strict dominance-type reasoning.
Backwards induction seems impressive at first, but it only works for
finite games of perfect and complete information. Very few
interesting situations fit that description.

B. This leads us to a very different equilibrium concept, the pure
strategy Nash equilibrium. A set of player strategies is a PSNE if
and only if NO player could do strictly better by changing strategies,
holding all other players' strategies fixed.

1. Imagine asking players one-by-one if they would like to do
something different. If ALL of them answer no, you have a
PSNE.

2. From the definition, it should be obvious that a game can
have multiple PSNE or zero PSNE.

C. Example #1. Find the PSNE. How does this differ from strict
dominance?

Player 2
_ Left Right
2 | Up 15,10 | 8,15
2 Down |10,7 |6,8

D. Example #2: Find the PSNE. How does this differ from strict

dominance?
Player 2
_ Left Right
2 | Up 10,10 | 0,15
o9 Down |150 |-5-5
E. Example #3: Note the absence of any PSNE.



Player 2

Left Right

Up

10,0 | 0,10

Player

Down

0,10 10,0

VI.

The PSNE concept is probably the most used in game theory and
modern economics generally. It is somewhat paradoxical,
however, because it seems to assume away strategic interaction,
precisely what game theory was intended to address! A more
strategic player might think "I'm not going to switch just because |
would be better off holding my opponent's action constant. Maybe
he'll respond in a way that makes me wish | hadn't changed in the
first place.”

Mixed Strategy Nash Equilibrium

A.

Talking about "pure strategy” NE strongly suggests a contrasting
concept of "mixed strategy" NE. Instead of just asking whether any
player has an incentive to change strategies, you could ask
whether any player has an incentive to change his probability of
playing various strategies.

How do you solve for MSNE? Each player has to play a mixture
that leaves all other players indifferent.

Ex: Return to the game where:

Player 2

Left Right

Up

8,10 1,15

Player

Down

12,0 -9,-5

When is player 2 indifferent between playing Left and playing

Right? Let player 1's probability of playing Up be s, and Down be

(1-s). Then player 2 is indifferent so long

as:10s +0(1- s)=15s - 5(1- s), which simplifies to: s=.5.

When is player 1 indifferent between playing Up and playing Down?

Let player 2's probability of playing Left be j , and Right be (1-j ).

Then player 1 is indifferent so long as: & +1(1- j )=12 - 91- /),

which simplifies to j =5/7.

So there is a MSNE of (s,j )=(.5, 5/7). When player 1 plays Up with

probability .5, and player 2 players Left with probability 5/7, neither

could do better by changing their mix. (They wouldn't do worse

either, admittedly!).

Many people find the MSNE bizarre, but | maintain the opposite.

The MSNE concept brilliantly accommodates the strategic

complexity of real-world small-numbers interaction. Think of it this

way: You make your opponents indifferent in order to eliminate

behavioral patterns they could exploit.

1. Ex: Sports. You don't do the same thing all of the time
because opponents will notice the pattern and play the most
effective response. A predictable player is easy to beat. In



VII.

VIII.

racquetball, for example, you play a mix of hard and soft
serves, aiming at different locations on the court.

2. Ex: Strategy games. If you always attack the same place,
your opponent will put all of his defensive strength there. In
Diplomacy, for example, you randomize your attacks
because a fully anticipated attack is easy to repel.

3. Ex: Rock, Paper, Scissors. You randomize to avoid being a
sucker. Of course, if you play against someone who doesn't
randomize, you don't want to randomize either; but maybe
they are just tricking you into thinking they don't randomize!

4, Ex: Bargaining. If you are a hard bargainer, you get better
but fewer deals. If you are a soft bargainer, you get worse
but more deals. Which strategy works better? Neither!

MSNE cuts the Gordian knot of unlimited second-guessing, third-

guessing, etc. All of these layers of thought can be reinterpreted as

a randomizing device.

Solve the French Connection game. (Note the parallels to the

Austrians' Sherlock Holmes example).

Subgame Perfection

A.

G.

Suppose | threaten to fail any student who leaves early from any
class. If you believe my threat, you will not leave early, and | will
never have to impose my threat. This sounds like a Nash
equilibrium - since | get what | want at no cost to me, and you
prefer sitting in class to failing, neither wants to change.

But this sounds like an implausible prediction, because | probably
would not want to carry out that threat. There would be a big fight, |
would have to explain myself to the chairman, the dean, etc. How
can a threat | would never carry out change your behavior?

In general terms, this is known as the problem of "out of
equilibrium™ play. | can optimally choose bizarre behavior in
situations that | know will never happen. But knowing what | would
do in situations that will never happen can affect your actual
behavior in situations that routinely happen!

This gives rise to the Nash refinement of subgame perfection.
Subgame perfection, in essence, requires Nash play in every
subgame of a game.

To check for subgame perfection, you apply backwards induction
as far as you are able. Thus in games of perfect and complete
information, the result you get from backwards induction is always
subgame perfect.

Standard example: Entry game. The two PSNE are (In,
Accommodate) and (Out, Fight). But only the first is subgame
perfect.

In games of imperfect information, though, you have to switch from
strict dominance to Nash.

Prisoners' Dilemma



A. Surely the most analyzed game in economics is the Prisoners'
Dilemma. Standard representation:
Player 2
- Coop | Don't
S | Coop [55 0,6
a9 Dont |6,0 1,1

B. Natural solution concept: Strict dominance. Player 1 is better off
not cooperating no matter what Player 2 does. Player 2 is better off
not cooperating no matter what Player 1 does. So neither
cooperates.

C. The Prisoners' Dilemma has many applications: public goods and
externalities, collusion, voting, revolution... Others?

D. There is a lot of experimental literature on the PD. The extreme
prediction is rarely borne out (people will cooperate even when
defection is strictly dominant). But people do "leave money on the
table," and there are a number of standard ways to reduce
cooperation levels.

E. Moreover, no experiment that | know of has people play for, say, a
year. | would strongly expect large-N, long-term play to closely
match the game theoretic prediction.

IX. Coordination Games
A. Another game with a high profile in both theoretical and policy
discussions is the Coordination game. Standard representation:
Player 2
- Left Right
S |Left [33 0,0
2 9 Right | 0,0 55

B. Natural solution concept: PSNE. If Player 1 plays Left, Player 2 is
better off playing Left. If Player 1 plays Right, Player 2 is better off
playing Right. And vice versa.

C. Coordination games underlie the whole path-dependence literature.
Main idea: It is possible for people to be "locked-in" to Pareto
inferior equilibria. (Of course, mere possibility is hardly proof!)

D. Problems like this naturally lead us to the notion of focal or
"Schelling" points. Some coordination equilibrium are in some
sense more obvious than others.

1. The classic NYC meeting example.

E. What would it take to actually get people into the Pareto-inferior
NE? Most plausibly, at least a moderate number of players and
gradual information dispersion.

F. Experimental evidence? Not too surprising.

X. Ultimatum Games

A.

The Ultimatum Game is another game that has received a lot of
academic attention. Standard set-up: Player 1 proposes one way
to divide $10 between himself and Player 2. Player 2 accepts or



rejects the division. If he accepts, they get Player 1's proposal; if
he rejects, they both get O.

Player 2
. Accept Reject
s (10-)t |0,

Natural solution concept: Subgame perfection. Player 2 will accept
any amount greater than 0, so Player 1 offers $.01 and takes $9.99

for himself.

Experimentally, no one does this. Even splits are common, and
people often reject "ungenerous" offers.

Is this motivated purely by spite? Parallel Dictator game proves
otherwise.



Prof. Bryan Caplan
bcaplan@gmu.edu
http://www.bcaplan.com

Econ 812

Week 5: Repeated Games, Competition, and Cooperation, |

Finitely-Repeated Games

A.
B.

C.
D

We frequently play with the same people over and over again.

Question: If players condition their behavior in one game on your

behavior in previous games, what happens?

Answer: More equilibria may be sustainable.

There are two main cases to consider: finitely-repeated games and

infinitely-repeated games.

1. Note: Games that probabilistically end, with no fixed upper
bound to number of games, count as infinitely-repeated.

Suppose two players first play a PD game, then a Coordination

game, using last week's payoffs.

Note: The "independent” equilibria of the two games remain

equilibria.

But a Pareto-superior outcome now becomes possible. Suppose

that each player plays Left in the second game if either player failed

to Cooperate in the first game, and Right otherwise. Then both

players play Cooperate, Right, and this is a NE!

How is this possible? If a player fails to Cooperate in the first

game, he gets 6, but then only earns 3 in the second game, for a

total payoff of 9. But equilibrium play has a payoff of 10.

What happens if you reverse the order of the two games?

The Paradox of Backwards Induction

A.

B.

C.

Thus, even in finitely-repeated games, the set of Nash equilibria
expands. But it expands much less than you would think.

How so? Suppose two players play the PD game a hundred times.
Couldn't they sustain Cooperation by threatening retaliation?

No. In the last turn, both players will defect. Since they both defect
in the last turn no matter what, threatening to defect if your
opponent fails to cooperate in the second-to-last game is no
deterrent at all. So people fail to cooperate then, too,

Pushing this logic backwards all of the way to the first turn,
cooperative play completely "unravels.”

How does this differ from the previous example? That combined a
dominance-solvable game with a game with two Nash equilibria.

So even in the last turn, a sort of "revenge" is possible. Not so if all
of the games in the series are dominance solvable.

Aside: In reality, of course, experiments confirm that people do
cooperate in finitely-repeated games to a greater extent than 1-shot
games. Some attempts have been made to theoretically model



this. Most are based on the premise that players assign a small
probability of irrationality to their opponent.

Infinitely-Repeated Games

A.

Few games literally last forever, but many games always have a
chance to continue. As long as they have that chance, game
theorists call them "infinitely repeated.”

With infinite repetition, the previous unraveling logic no longer
holds, making more equilibria sustainable. Now, the intuition of
retaliation works.

Simple example: Repeated PDs. Suppose we both make the most
extreme possible threat (aka "trigger strategy"): If you cheat me
once, I'll never cooperate with you again. Suppose further that we
both discount the future by b. (Alternately, that the game continues
each turn with probability b). Is this a NE?

If you cooperate, you get § b'5. Recalling the formulae for infinite
t=0

sums, this adds up to i.
1- b

If you defect, you get 6 immediately, but then only 1 forever

afterwards. Mathematically: 6+ 3 b', which adds up to: 6+
t=1
To check to see whether this is a NE, then, we see whether the
Nash payoff weakly exceeds the defection payoff. Is
5 , b
6+
1- b 1- b
1. Note: Without discounting, repeated games are a no-brainer.
No finite gain from cheating would ever be worth infinite
punishment.
Are other equilibria sustainable? Of course. You might not
cooperate at all. You might only punish for one period, then return
to cooperation. Intuition: The weaker the punishment, the higher b
must be to make cooperation sustainable (b2 1/4 in the latter case).
The Folk Theorem shows that if cooperation is sustainable at all,
there will normally be an infinite number of equilibria.
So what actually happens out of the endless possibilities? As in
Coordination games, focal points probably matter a great deal, but
are hard to formally model.

? ltis, so long as b2 1/5.

Reputation

A.

B.

Economists frequently invoke reputation to explain seemingly
money-losing behavior. Does this make sense?

Yes. The logic of repeated play often works even if there is some
one-shot interaction. Suppose, for example, that a store owner
decides to cheat or not cheat a customer, and one-time customers
decide whether to buy or not.



Buy Don't

Cheat 10,-2 0,0
Don't 52 0,0
C. Using weak dominance, the store owner always cheats, so the

customer never buys.

But suppose that customers know whether the store has cheated in
the past, so they can play (Buy if no past Cheating, Don't
otherwise).

Is this a NE? Itis if

> . 10.

-b

The applications of reputational models are endless. Most

obviously, reputation is the market alternative to regulation of

product quality and the like.

1. Question: How does ease of detection affect reputational
incentives?

Reputation probably matters for prices as well as quality. Stores

may keep prices below daily profit-maximizing levels because they

want a reputation for low prices.

Intuitively, we usually think that reputational incentives lead to

Pareto superior outcomes. But reputational incentives could

actually lead in the opposite direction. Outlaws might try to develop

reputations for ferocity, or dictators for brutality.

How can the standard intuition be rationalized? Add on free entry

and exit. Then people with bad reputations earn no advantage

because they have no one to interact with.

1. The Tullock PD-with-partner-selection experiment.

Monopoly and Contestability

A.

B.

You have all seen the standard monopoly model. The monopolist
maximizes PQ-TC, and sets MR=MC.
Does this make sense in game theoretic terms? Sure, this is an
equilibrium. But there is also an equilibrium where consumers
refuse to buy anything if P>MC, so the monopolist sets P=MC. And
of course there are many other equilibria.
1. Question: What extra assumptions and/or solution concept
underlie the standard account?
Still, the standard account intuitively seems right as far as it goes.
The main problem is that it neglects potential competition.
Contestability models offer one of the most appealing ways to
analyze potential competition. Basic setup: An incumbent firm sets
its price. Then a potential entrant decides whether to enter and, if
so, at what price. Consumers buy from the lower-priced firm.
Suppose TC=bQ. Then if Pi>b, the entrant enters and charges Pe=
Pi -e, leaving the incumbent with O profits. The only NE is where
the incumbent charges Pi=b and the entrant stays out.
What if the entrant has higher costs than the incumbent? Then the
incumbent prices just below the entrant's costs.




VI.

VII.

G. What if there are fixed costs, so TC=a+bQ? Then P=b is no longer
an equilibrium, because that implies profits of -a<0. In that case,
the incumbent prices at AC instead of MC.

H. What if there is a sunk cost of a, followed by pricing decisions?
Then the first-mover acts like a monopolist, since if entry occurs,
both firms will compete price down to b, and both lose money.
What about simultaneous decisions to incur sunk costs? Analyze
the following normal form.

In Out

In -a, -a P™O0

Out 0, Pm 0,0

Allocative versus Productive Inefficiency

A. Most micro texts focus on the allocative inefficiency of monopoly.

A. Main intuition: Landsburg on "Why Taxes Are Bad." Units
consumers buy anyway involve only a transfer; units that are no
longer bought involve a deadweight loss.

B. Allocative inefficiencies are normally quite tiny, however, because
they arise only on the marginal units, or DW loss "triangle."

C. Far less discussed: productive inefficiency. A situation is
productively inefficient iff the AC of producing a given quantity is
above the minimum AC.

D. Productive inefficiencies can easily be large, because they exist on
ALL units produced, yielding a whole DW loss trapezoid.

E. With contestable monopoly and unequal costs, some allocative
inefficiency persists, but no productive inefficiency.

F. In contrast, imagine an inefficient monopoly with a price cap at
P=MC. There is no allocative inefficiency, but still productive
inefficiency.

G. Government-created monopolies versus market monopolies: Both

allow for allocative inefficiency, but the former have a strong
potential for productive inefficiency as well.

Predation, Entry Deterrence, and Mixed Strategies

A.

B.

"Predation” means many things to many people. What insight can

game theory shed here?

Simplest model of predation: limit pricing. There are many potential

producers with varying costs. The lowest-cost producer prices just

below the costs of the second-lowest-cost producer, winning the

whole market.

1. This probably happens frequently, with or without "predatory
intent."

More interesting model: Incumbent prices high if no entry, low if

entry; entrant decides whether to enter.

As discussed earlier, there are two NE: (Out, Fight) and (In,

Accommodate). But (Out, Fight) is not subgame perfect. Once the

entry happens, the incumbent is better off accommodating. The
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threat to predate is not credible; the incumbent would be "cutting off

his nose to spite his face."

1. Less formal literature emphasizes that predation is
especially costly to the incumbent; the game theoretic point
is simply that even if predation is cheap, it is more expensive
than accommodation.

What if predation game is infinitely repeated? Then predation is

potentially sustainable. It all depends on the short-term cost of

predation versus the long-run monopoly profits. (Here the standard
arguments come into their own).

Big question about predation: Why can't "two play at that game"?

In other words, why can't entrants predate against incumbents just

as well as incumbents predate against entrants?

Natural solution: Mixed strategy. Returning to the previous normal

form, note that in addition to the two PSNE, there is also a MSNE.

Potential monopoly profits balance out potential losses of

"destructive competition."

| maintain that the MS solution makes a lot more sense. There is

no way to credibly commit to be In no matter what. The bigger the

conditional benefit of being a monopoly, the more willing firms will
be to try to win monopoly status.

Bertrand and Cournot Competition

A.

The previous arguments rely heavily on what is known as Bertrand
competition (and, to some degree, constant MC). Firms propose
prices; all customers buy from the firm that offers the lowest price,
and randomize between equal prices.
In equilibrium, the most (productively) efficient firm takes the whole
market, and charges just below the price of the second-most
efficient firm. P=MC if at least two firms can produce in the most
productively efficient way.
Bertrand competition strongly undermines the perfectly competitive
benchmark. It shows that you can get perfectly competitive
outcomes with just TWO firms.
Perhaps because of this result, many economists prefer the
Cournot model of oligopoly. Cournot assumed that firms set
guantities rather than prices. The price then independently adjusts
to clear the market.
Formally, define Q as the sum of all N firms' g's, suppose P=a-bQ,
and firms' MC=0. Bertrand competition predicts a price of O for all
N. What does Cournot predict?
Each firm maximizes Pqi-MCqi=3a - bgqi +3 q, qui . So they set:

é i 0
a- 2bg - bg q; =0, which gives the optimal response of firm i

/N

given the behavior of all the other firms.

»oag;&gmo



Natural solution: Look for the symmetric NE, where all firms

a
roduce the same . Then a- b(N+1)g=0, so q=———, and
p g (N +1)q =N+

aN
= pN+1)
Now Q goes to the perfectly competition level a/b as N goes to
infinity. Q falls as N falls even though each firm thinks only of itself
and makes no effort to collude.
Big weakness of Cournot: Firms would want to split! Under these
assumptions, an infinite N would arise endogenously.
If you add a fixed cost for each firm, it can also be proven that
Cournot competition with free entry is not even second-best.
Imposing a zero-profit condition implies an inefficiently large
number of firms.
Once again, though, if one firm could credibly commit to expand its
output and take over the whole market, you would reach the
second-best (P=AC) outcome.
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Bertrand and Cournot Collusion

A.

Assuming at least two firms can produce at the minimum MC, the

one-shot Bertrand game (as well as the finitely-repeated Bertrand

game) has a simple solution: P=MC for all N.

In the infinitely repeated Bertrand game, more equilibria are

sustainable. What about a perfectly collusive outcome, where each

firm produces a 1/N share of the monopoly level of output?

As usual, the "trigger strategy" tells us the highest sustainable level

of collusion. If one defection leads to a permanent end of collusion,

collusive is sustainable so long as a 1/N share of the monopoly

profits forever is valued more than 100% of the monopoly profits

once, followed by 0 profits thereafter.

Formally, the condition is %a b'P 2 P, Simplifying: b2 NN- =3
t=0

The more firms there are, the more each must care about the future

for collusion to work.

What about Cournot collusion enforced by "Nash reversion” trigger

strategies? There are two big differences:

1. Punishments cannot drive profits below the non-cooperative
stage game profits. (Makes collusion harder)
2. The defector does not take the whole market. (Makes

collusion easier).

Formally, the condition is ié b'P_2P,+3 b'P_, where Pq

t=0 t=1
indicates defection profits and P indicates ordinary Cournot profits.
Using last week's functional forms: Pm=a?/4b and Pc=a?/b(N+1)>.
But how do you calculate P4?
Answer: The collusive/monopoly output level is a/2b. So if all firms
other than yourself produce the collusive output level, you simply

play your best response to Nle% . Thus, you maximize

a & N-la@
-bg +——— g7 .
F TN
Differentiating and simplifying: g, :%. Then
Q:a(N+1)+N-1i:a(3N-l) and P:a(N+ )_

4bN N 2b 4bN 4N



L.

M.

a?(N +1)°
160N?
Collusion is therefore sustainable so long as:
1 a?,a’(N+1* b &
- + .
N(- 6)4b 16N>  1- b b(N +1)
Solving for b, we learn that
pY 2 -1 by 2
&(N +1) 1 2 ¢N+1)° 182
b2 g - 0 é - —u
& 16N

Therefore P4=Pq=

(N+173 §16N2 4Ny

If N=2, for example, b*=.53.
Remember that these examples abstract from a great many
problems with collusion - especially new entry.

Public Goods and Game Theory

A.

| assume you are all familiar with the concepts of public goods and
externalities. While many treatments also emphasize non-rivalry,
non-excludability is the key.

The basic logic of selfishness:

1. There is no feasible way to exclude non-payers.

2. Since you do not have to pay to use it, selfish people will not
pay to use it.

3. And if no one will pay for it, why would selfish producers
provide it?

Diagramming external costs and benefits.
People often use "public goods/bads" and "positive/negative
externalities" almost interchangeably. In practice, people tend to
call something a public good if private benefits are near-zero, and a
public bad if the social benefits are near-zero.
It has often been observed that collusion is a public good vis-a-vis
the firms in an industry. All firms in the industry would be better off
if they all raised prices, but holding the behavior of all other firms
fixed, no firm wants to participate.
This suggests that provision of public goods can be analyzed using
the tools we have already developed for competition and collusion.
For starters, we can analyze voluntary donations as a Cournot
game. Suppose that individual utility depends on total contributions
times personal consumption: Ui=ciD, where D is the sum of all
donations di, and ci+di cannot exceed the initial endowment of 1.
Looking for the symmetric equilibrium, we learn that c=N/(N+1),
whereas utility maximizing c=.5 for all N. Intuitively, as the number
of individuals rises, contribution to public goods declines.
1. How come no one contributes to public goods in perfectly
competitive settings?
This is of course the non-cooperative result. In a repeated game,
punishment may sustain higher levels of donation, perhaps even



optimal ones. But this requires higher and higher discount levels as
the number of players increases.

Coase Reuvisited

A. Coase ("The Problem of Social Cost") famously argued that public
goods and externalities problems really boil down to transactions
costs problems. With zero transactions costs, people would simply
write a contract to get to the cooperative solution.

B. This gives another reason to suspect that degree cooperation
declines in N. As the number of transactors rise, presumably so do
transactions costs.

C. Still, enforceable contracts allow for cooperation when even trigger
strategies are inadequate.
D. In experimental settings, cooperation seems greater than either

repeated play or Coase would allow. Presumably this shows that at
least some of the time human beings are less selfish than
economists assume.

E. Insofar as cooperation arises out of desire to do good, socially
harmful collusion seems likely to be less prevalent than socially
beneficial cooperation, a point | build on in a paper with Stringham

in the RAE.
More on Coordination
A. Recall the simple coordination game:
Player 2
Left Right

Left 3,3 0,0

Player

1

Right |0,0 |55

B. In addition to the PSNE discussed earlier, note that there is also a
MSNE. However, the MSNE is unstable. If you slip a little bit
above or below it, you unravel to an end point.

C. There are many nice applications of Coordination games:
1. Language
2. Culture
3. Technology
4. Location
D. Under the guise of "path dependence," a number of economists

have pointed to various forms of inefficient technology lock-in.
QWERTY is the classic example.

E. Remember, however, that inefficient lock-in is merely possible.
Another possibility is that the status quo is really fine and
complaints are "special pleading.” Still another possibility, plausible
in the case of language, is that while we would be better off if a
different language had been chosen long ago, it is not worth
changing now.

F. The QWERTY example has been ably debunked in several papers
by Margolis and Liebowitz.



G. Coordination problems seem particularly unlikely when the number
of players is small, or if there are focal market leaders. Imagine
what regulations would have developed if there were dozens of
incompatible operating systems!

V. Bargaining
A. Consider this simple model of bargaining:
Player 2
_ Hard | Soft
S |Hard [0,0 51
29Soft |15 4,4

B. There are two PSNE, but it is the MSNE (.5,.5) that is really
interesting. Note further that this MSNE is stable. If 51% of players
bargain Hard, your payoff will be higher if you switch your strategy
to Soft.

C. Intuition: In equilibrium, both strategies are equally good. As
Landsburg says, "Don't mistake a hard bargainer for a good
bargainer.”

D. Outcome: Not first-best, but the worst outcome only occurs if both
sides happen to play Hard (which happens only 25% of the time).
As the bad outcome gets worse, fewer and fewer people take the
risk of bargaining Hard (though the probability has to remain strictly
positive).

E. Of course, people would like you to think they will play Hard. But
since everyone wants to be perceived as a Hard bargainer, it is
hard to convince anyone that you intend to play Hard.

F. This provides a simple explanation for why people sometimes
"stupidly” fail to reach agreement. It could just be bad luck - two
Hard bargainers happened to deal with each other.

VI.  War and Peace

A. The above bargaining game is better known as the Chicken game
or the Hawk/Dove game. It also provides some interesting insight
into war and peace (not to mention animal behavior!).

Player 2
N War Peace
S |Wwar [-10,-10 |51
2 1 Peace | 1,5 4,4

B. Intuition: Universal peace may be mutually beneficial, but it may be
unstable. If all countries are peace-loving, there is an incentive for
one country to switch to aggressive bullying.

C. The more horrible warfare is, the less likely any country is to be
aggressive, making it very unlikely that TWO countries will be
aggressive.

D. Once again, this provides an alternative interpretation of the

occurence of wars. The problem may be bad luck (both sides
happened to play aggressively) rather than stupidity.



VII.

How does repeated play affect these results? Peace is certainly
sustainable, but another possibility is that countries try to build up
reputations for aggressiveness.

Hobbes and Leviathan: PD or Hawk/Dove game?

One reason why matters aren't worse: Territory/property. Suppose
that people are more likely to fight if attacked on their home
territory. This expectation makes the threat to fight if attacked more
credible than the threat to fight if resisted.

Rent-Seeking and Lobbying Inefficiency

H.

We have already discussed allocative and productive inefficiency.
A final form of inefficiency is known as lobbying or rent-seeking.
inefficiency. It arises when people use resources to effect the
transfer of other resources.

Simple example: grants of monopoly privilege. Firms pressure the
government to become the sole legal producer. The more a firm
spends, the better its chances.

This lobbying is a sort of "tug-of-war." Bigger prizes induce more
effort to win the prize.

Gordon Tullock's deep insight: lobbying/rent-seeking is a
competitive industry like any other. If lobbying earns a 10% rate of
return, and the standard rate is 5%, this will induce "new entry" into
the lobbying "business."

Note the analogy to mixed strategy reasoning: in equilibrium, the
payoffs of production and redistribution must be equal.

Firms will keep entering this "arms race" until the net profits of the
privilege are zero. This happens when the total costs of lobbying
equal the total value of the monopoly privilege! This is known as
"full rent dissipation.”

1. Can you diagram the "Tullock rectangle"?

The government could award monopoly privileges by taking bids (or
bribes) rather than listening to lobbyists. But then, Tullock pointed
out, this intensifies political competition; if people can get rich in
politics, they will pay more to win a seat.

This even works in a dictatorship or monarchy; if the dictator can
get rich by awarding monopoly privileges, this strengthens the
incentives of "upstarts” to try to seize the throne, stage a coup, etc.
Once again, repeat play could lead to a better equilibrium, but not
necessarily. Firms might lobby extra hard in the hope of acquiring
a reputation for toughness.
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Week 8: Symmetric Information

Expected Utility Theory

A.

How do people choose between gambles? In particular, what is the

relationship between the value they put on having x with certainty

versus having x with p<1?

Simplest theory: Expected value maximization. People choose

whatever option has the highest average monetary value.

1. Ex: You will be indifferent between ($1000 with p=.01 and $1
with p=.99) and $10.99 with p=1.

This is highly tractable, but also highly unsatisfactory. Would

anyone here really prefer $1 billion with p=.001 to $1 million for

sure?

This suggests a richer theory of choice under uncertainty, known as

expected utility theory (aka von Neumann-Morgenstern expected

utility theory). Intuition: Instead of maximizing average wealth, let

us suppose that people maximize expected utility.

Three step procedure:

1. Assign numerical weights to various outcomes.

2. Linearly weight outcomes according to their probability.

3. Choose whatever gamble has the highest linearly weight
outcome.

Example. Suppose | have utility of wealth given by U=W-. | can
either have a 50% chance of $10,000 and a 50% chance of $0, or
$2000 with certainty. So my expected utility of the first gamble is
.5*10,000-°+.5*0-°=50; my expected utility of the second gamble is
1*2000-°=44.72. Given a choice, then, | would prefer the first
option.

Note: Simple utility functions are invariant to any monotonic
transformation. Expected utility functions are not. (Aside: They are
invariant to any affine transformation).

Some implications:

1. Compounding. Consumers are indifferent between a 50%
chance of a 50% chance of x and a 25% chance of x.

2. Linearity in probabilities. If you value a 1% chance of
something at $10, you value a 100% chance at exactly
$1000.

3. This does NOT however mean that you value $1000 one

hundred times at much as $10! It is only the probabilities
that matter linearly.

Rational Expectations



K.

As explained in week 1, there are two different interpretations of
probability: objective and subjective.

Subjective probability is much more generally applicable than
objective probability.

Problem: Subjective probabilities have no necessary connection to
reality! This hardly seems satisfactory. There is clearly some
connection between the real world and what people believe about
it.

The leading theoretical effort to formalize the link between
subjective probabilities and the real world is known as "rational
expectations” or RE.

Simple characterization: A person has RE if judgments are
unbiased (mean error is zero) and mistakes are uncorrelated with
"available" information.

Deeper characterization: A person has RE if his subjective
probability distribution is identical to the objective probability
distribution.

Standard modeling technique: everyone is unbiased; information or
lack thereof just changes estimates' variance.

RE in no way rules out error; it does not assume that information or
cognition is free.

Example #1: Attending graduate school. No one knows for sure
how they will do. But RE says that on average you correctly
estimate how well you will do in the program and what completion
will do for you.

Example #2: Renting a movie. Until you see it, there is no way to
know for sure if you will like it. But RE says that on average your
prospective ratings equal your retrospective ratings. The same
goes for your rankings conditional on e.g. movie genre, stars,
directors, etc.

Example #3: Wittman on pork barrel spending.

Application: Testing for RE of Economic Beliefs

A.

RE made its first big splash in macro. Inthe 1970's, there were
many empirical tests performed on e.g. inflation forecasts to check
for RE.

How would you go about this? Try regressing inflation forecasts on
a constant and actual inflation: f =a + 6. RE implies that a=0 and
b=1.

One particularly interesting area to me: RE of beliefs about
economics. Most intro econ classes, it seems to me, try to correct
students' pre-existing systematic misconceptions.

The Survey of Americans and Economists on the Economy asked
economists and the general public identical questions about
economics.

Natural test of RE: are the average beliefs of economists and the
public identical? Run the regression Belief =a + b* Econ, where



Econ is a dummy variable =1 for economists and 0 otherwise.
Does b=0?

Of course, this only tests for the public's RE if economists
themselves have RE! Many critics of the economics profession
claim that it is the economists who are biased, either because of
self-interest or ideology.

These claims are however testable using the SAEE. Simply re-run
the regression Belief =a + b* Econ controlling for income, job

security, ideology, etc, and see if b falls to 0. (It doesn't).

Search Theory and Expectational Equilibria

M.

The Arrow-Debreu interpretation of general equilibrium offers one
way for economists to analyze economic uncertainty. But complete
contingent claims markets do not seem very realistic.

Is there any other approach? Yes: there is an extremely general
theory of economic action under uncertainty, known as "search
theory."

Basic assumptions of search theory:

1. More time and effort spent "searching" increase your
probability of successful discovery.

2. Searching ability differs between people.

3. RE. (This can however be relaxed).

Main conclusion: People search so that the marginal cost of

searching equals the expected marginal gain of searching.

1. Quialification: You need to adjust for a searcher's degree of
risk-aversion.

The (endless) applications:

Doing R&D.

Hunting and fishing.

Prospecting for gold.

Looking for investment opportunities.

Searching for a job.

Dating.

Rational amnesia.

An economic theory of comedy.

What if people don't search much for a good price? Then sellers

search for consumers.

1. A tale of Istanbul.

Who is overpaid/underpaid? Look at who is investing more in

search.

1. Head-hunters vs. pavement-hitters.

Main conclusion: If the economics of perfect information doesn't

make sense, try search theory. It explains almost everything else.

Some economists, especially Austrians, resist search theory.

Why? As far as | can tell, it just comes back to objections to

probability theory, especially claims that probability theory cannot

capture "radical uncertainty" or something along those lines.

ONoOOGORWNE



V1.

Measures of Risk-Aversion

A.

B.

The difference between expected value maximization and expected
utility maximization boils down to taste for risk.

Suppose you choose between $x with p=1 and $x/q with p=q.
Simplest taxonomy

1. If you are indifferent between the sure thing and the gamble,
you are risk-neutral.

2. If you prefer the sure thing to the gamble, you are risk-
averse.

3. If you prefer the gamble to the sure thing, you are risk-
preferring.

Most economic models assume that actors are risk-averse (though

firms are often modeled as risk-neutral).

Graphing: A risk-averse agent has a concave utility of wealth

function. If you draw a line between any two points on the utility

function, the utility function is always above that line. This indicates

that a certain payoff of ax+(1-a)y is always preferred to the gamble

(x with p=a, y with p=1-a).

Certainty equivalence: If you are indifferent between a gamble and

x* with certainty, x* is that gamble's "certainty equivalent.”

1. The risk premium, similarly, is the difference between a
gamble's expected value and its certainty equivalent.

There are a number of different ways to quantify risk aversion.

Probably the most common is with the coefficient of absolute risk

aversion, which is equal to -u"/u’. The higher the coefficient, the

more risk-averse you are.

Example: If u=w-°, the coefficient of absolute risk aversion is

_ -15
) % =.5w" In contrast, if u=w, the coefficient is - %: 0
5w

indicating that the latter function is risk neutral.

Note that the coefficient of absolute risk aversion normally
decreases with wealth. This captures the intuition that a millionaire
worries less about betting $1 than someone on the edge of
starvation.

Demand for Insurance

A.

B.

C.
max.6
D.

A natural application of the preceding analysis is the demand for
insurance.

Specifically, suppose a consumer with EU=w® wants to insure his
income, which is $1000 with probability .6 and $0 with probability
4. The insurance company offers i worth of insurance - which pays
off if the client's uninsured income is $0 - at price .4xi. (If x=1, then
the price is actuarially fair).

Then the consumer has an EU problem to solve, maximizing wrt i.:

(1000- .4xi)® +.4(- .4xi +i)®

Simplify, differentiate and set equal to zero to solve:



6% 8% - Ax(1000- .4xi) % +.4* 8% (1- 4x)((1- .4%)i)* =0
E. This simplifies to:

(1000- .4xi)? :@(a- Ax)i) 2
N -5
F. Taking the -.2 root of both sides, defining g = g@g . and
X
. 1000
solving: i* =
g(1- .4x) +.4x
G. Interesting implications: If the insurance contract is actuarially fair,

g =1, and i*=$1000; consumers will fully insure. If the actuarially
contract is less than fair, optimal i*<$1000.

H. If the price of insurance is high enough, then even risk-averse
agents want negative insurance.
VII.  Efficiency Implications of Symmetric Imperfect Information
A. Many textbooks state that market outcomes are inefficient if there is

"imperfect information." This is a gross over-statement. Market
efficiency and imperfect information are often compatible.

B. This is particularly clear where there is symmetric imperfect
information, where everyone is equally in the dark.
C. Suppose for example that | don't know how much | will enjoy my

consumption bundle, so U(x,y)=x2y? + e, where e~N(0,s?). My
optimal decision is still to spend a*l on x and (1-a)*l ony.

D. Similarly, suppose | don't know my relative tastes for x and y, so
U(x,y)=x@y'2 where a=.5 with p=.6, and a=.9 with p=.4. Then |
simply maximize U(x,y)=.6[x"y-5]+.4[x°y1].

E. General point: Just because you are ignorant does not mean you
are stupid. If you are uncertain, you adopt more "general purpose"
strategies that take account of all of the possible outcomes.
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Week 9: Asymmetric Information

Moral Hazard

A.

In the real world, everyone is not equally in the dark. In every
situation, some people usually know more than others. Economists
refer to this as asymmetric information. If information is not only
imperfect but also asymmetric, inefficient outcomes may be the
consequence.
Simple case: moral hazard. It is efficient to insure risk-averse
agents, but the insured normally knows more about the risks he
undertakes than the insurer. Examples:
1. Auto insurance
2. Employment contracts (risk-averse workers want constant
wage, but apply little effort without performance-based pay)
Thus, once you insure a risk-averse agent, they may want to take
additional risks. To cope with such opportunism, agents have to
choose a mix of two sub-optimal outcomes:
1. Less-than-full insurance
2. Inefficient risk-taking
Example: Insurance deductibles.
Of course, you can often infer behavior from outcomes. If you can
do so perfectly, then information asymmetries make little difference.
But usually inferences from behavior to outcomes are less than
perfect, so the moral hazard problem persists to some degree.
Moral hazard is not, however, an efficiency problem if agents are
risk-neutral. A risk-neutral CEO, for example, could simply buy all
of the stock of his firm and become the sole proprietor. Then he
would exert management effort if and only if the expected gain
exceeded the expected effort cost.
Furthermore, contractually arranged "punishments” may be able to
mitigate or even eliminate moral hazard problems. In particular, if
the less-informed can pay to observe the more-informed, then they
can enforce good behavior at a low cost with random monitoring
and threats of severe punishment.

Adverse Selection

A.

A more complex form of asymmetric information is known as
adverse selection. Basic idea: You know your own characteristics,
but others treat you based on the average characteristics of people
who superficially resemble you.

So if you are above average, you may decide that the market does
not make participation worth your while. If enough above average
people think this way, the whole market can "unravel!



Simple example. Suppose that true company values are uniformly
distributed from O to 100. Each company is worth 50% more in the
hands of the buyer than it is in the hands of the seller. But sellers
know their company's value, while buyers only know averages.
What happens?
Suppose you, the buyer, bid 50. Then anyone whose company is
worth between 0 and 50 sells. The average company sold,
therefore, is worth 25*1.5=37.5 to you. You have to pay 50 to for
an average payout of 37.5.
What happens in equilibrium? The market price falls to 0, and the
whole market disappears.
1. Note how different the outcome is with symmetric
information.
Of course, the effect of adverse selection could be less severe. If
the companies were worth twice at much to buyers as to sellers,
there is no effect at all. If half the companies are worth 50 and half
are worth 100, then the buyer offers 50, and half of the mutually
beneficial potential deals work out.
The implications of adverse selection are often poorly understood.
Take the used car market. The argument is not that asymmetric
information allows car sellers to cheat or "take advantage of" car
buyers. On average, buyers still benefit from whatever purchases
they make. The efficiency problems stem from the exchanges that
don't happen because buyers can't distinguish good cars from bad.
Adverse selection is probably economists' favorite argument for
insurance regulation - most credibly, for regulations requiring
everyone to buy insurance.
This is analogous in the previous example to forcing everyone to
sell. Then buyers pay 50, sellers with value of 50 or less gain, and
sellers with value of more than 50 lose. But the dollar losses of the
last group will be much less than the dollar gains of the first two
groups.
Economists rarely notice, however, that many insurance regulations
are designed to make adverse selection worse! Many regulations
specifically forbid insurers from conditioning premia on buyer
characteristics. States often subsidize car insurance for reckless
drivers, or force insurers to cover them at a loss. Medical insurers
are often barred from denying coverage to customers with "pre-
existing conditions."
A couple of recent empirical studies find little evidence of adverse
selection. Two takes on this:

1. Insurance companies actually know more about you than
you do about yourself. They have the actuarial tables. You
don't.

2. More conscientious people both take fewer risks and are

more likely to buy insurance.



L.

3. A paper in the Rand Journal theoretically models
"advantageous" (or "propitious") selection.
Free-market defense example.

Signaling, |

A.

Some Puzzles

1. Why does non-job-related schooling still raise your income?

("What does this have to do with real life?")

Why won't people buy goods without a warrantee?

Why do you use nice paper on a job application?

Why do you (sometimes) have to wear a suit to work?

Why are wedding rings so expensive?

Why do countries have tons of weapons they never intend to

use?

7. Why do male peacocks have such huge tails?

A popular way to resolve these paradoxes goes under the heading

of "signaling.” Basic assumptions:

Assumption #1: There are different "types" of people and firms:

able and unable, smart and dumb, honest and dishonest, hard-

working and lazy...

Assumption #2: It is difficult to observe "types" directly.

(Asymmetric information).

Assumption #3: However: different types (may) have different costs

(lower disutility) of performing the same observable activity.

1. Smart and hard-working people find it easier to do
schoolwork.

2. Lazy people find it more costly to take extra effort with an
application.

3. Honest firms find it cheap to provide warrantees.

Therefore: It may be in the interest of the type in higher demand to

go to school, fill out an application with extra care, provide a

warrantee, etc. - even if the effort itself does NOTHING for buyer or

seller! People only want what the effort proves you already had in

the first place.

S S N

Signaling, Il

A.

Example. Suppose there are two kinds of workers, good and bad.
Both types are equally numerous. Good workers are worth $100 k
to me; bad workers are worth $25 k to me. It costs good workers
$25 k to complete school, but $50 k for bad workers to do so. | can
tell if a worker finished school, but cannot observe their quality
directly. Workers can earn 50% of their value to me if they choose
to be self-employed.

In any equilibrium:

1. I, the employer, must maximize profits.

2. Good workers must not want to look like bad workers.

3. Bad workers must not want to look like good workers.

What happens?



1. There are many obviously silly strategies, like paying all
workers the same regardless of education.

2. In equilibrium, though, we should expect only good workers
to be educated. So good workers have to be offered at least
$75 k, and bad workers at least $12.5 k, or else they turn to
self-employment.

3. But offering the lowest wages necessary to prevent self-
employment can't be an equilibrium either, because at those
wages, bad workers would want to be educated.

4. To deter them, | would have to raise uneducated wages up
to $25 k. Can anyone propose a better strategy from my
point of view than this one, where | make an average of
$12.5 k per worker? If not, we have a NE.

Note the deadweight costs: Expected surplus per worker is $31.25

k, but realized surplus is only $18.75 k. The other $12.5k is a

deadweight cost of signaling.

1. Sometimes, though, a costless cash transfer - like a money-
back guarantee - can be an effective signal. It is cheaper for
an honest firm to give refunds than a dishonest firm.

Signaling models have been used to analyze a variety of real-world

situations.

1. Education
2. Health care?
3. Funerals

Question: If signaling is a deadweight cost, could government
action make matters more efficient?

Answer: Yes - government could tax the signal. Then everyone
could get e.g. half as much education and still get the same job
offers.

The Winner's Curse

A.

Imagine there is a second-price auction with N participants. (In a
second-price auction, the winner pays the bid of the second-highest
bidder).

Every bidder has RE about the true value of the item being
auctioned. Thus, each estimates its value at Vi=V+ &, where V is
the true value and e~N(0,s?).

Since your estimate is unbiased, it seems sensible to simply bid
your estimate. (Indeed, this seems like a weakly dominant
strategy. Can you see why?)

In fact, though, this strategy is likely to be disastrous. Why? Even
though the average estimation error equals 0, the average winning
estimation error is positive. Conditional on winning, then, you can
expect to have over-estimated the item's value.

This is known as the "winner's curse." The more serious your error,
the more likely you are to win; if you win, you are likely to have
made a serious error.



VI.

If the Vi's were all common knowledge, you could simply take the
average to solve this problem.

Even when you only know your own Vi, however, there is an
obvious solution: underbid! If the winner normally over-estimates
the true value by 20%, bid only 80% of your estimate. Then if you
win, you won't expect to be burned.

Efficiency Implications of Asymmetric Imperfect Information

A.
B.

Symmetric imperfect information has no efficiency implications.
If all market agents are equally informed, but the government
knows more, the government can simply publicly reveal what it
knows. There is no need to do more.

Asymmetric information sometimes has efficiency implications, as
we have seen.

Even when market outcomes are inefficient, government may be
unable to improve matters.

1. Moral hazard

In many cases where government could improve matters, actual
regulations do the opposite.

1. Limiting contractual punishment

2. Restricting risk-adjusted premiums

3. Subsidizing education
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Week 10: Behavioral Economics and Irrationality, |

l. The Behavioral Approach and Choice Theory

A.

B.
C.

Most economists never even think about empirically testing

fundamental micro choice theory. Why?

Elementary consumer theory almost seems true by definition.

If however we assume that preferences are stable - as almost all

economists do in empirical work - there are a lot of testable

implications.

Moreover, if we assume that preferences are selfish in the ordinary

language sense of the word - another standard auxiliary

assumption - there are a great many other testable implications.

Once we move from basic consumer theory to expected utility

theory, there are lots of testable implications.

A rapidly expanding literature - often called "behavioral economics”

- conducts precisely the empirical tests that most economists never

think about running.

The product of this literature is a long list of "anomalies” - robust

evidence that people sometimes violate basic axioms of choice

theory.

These violations of choice theory are sometimes equated with

“irrationality.” Economists who earned their Ph.D.'s prior to the RE

revolution are particularly likely to talk this way.

Before surveying some of the main documented anomalies, it is

worth pre-answering a few objections.

Objection #1: "All theories are false. What matters is prediction.”

1. Reply: It is usually just as easy to provide evidence that the
predictions of basic micro fail as it is to show that the
assumptions are false.

Objection #2: "Deviations cancel out."

1. Reply: They don't! They are systematic.

Objection #3: "Anomalies arise due to weak incentives."

1. Reply: Stronger incentives often don't matter. And
anomalies appear even in financial markets, where
incentives would appear to be great.

To some extent | will be playing devil's advocate. Most economists

familiar with behavioral economics either dismiss it or see it as

highly significant. | personally often take an intermediate position.

. Preference Reversals

A.

For practical purposes, economists almost always assume that
people have constant preferences over outcomes.



But behavioral economists have uncovered a number of what
appear to be counter-examples. A single individual will prefer A to
B or B to A for apparently irrelevant reasons. This is known as a
"preference reversal."

Logically equivalent descriptions of the same choice problem elicit
different choices: Doctors will select one form of surgery if you tell
them it has a 90% chance of success, but make a different choice if
you tell them it has a 10% chance of failure.

People sometimes select the choice they put less monetary value
on: Given a choice of two bets (H: 8/9 chance of $4; L:1/9 chance
of $40), most subjects choose H over L. But if they own the gamble
and you want to buy it, most subjects demand more money to sell L
than H.

Preference reversals have received an enormous amount of
attention. But it is hard to me to see the real-world significance.
True, if you aim to persuade others, you probably do better by
saying "The glass is half full." But could you persuade a lot more
people to play Russian roulette by saying "You have a 5/6 chance
of surviving"?

Most preference reversal experiments focus on “close" choices.
Could you induce a heavy metal fan to reverse his preference for
Ozzy Osbourne over Bach? Even the choice of surgery may be
fairly "close" - both routes look pretty bad, but the discrete structure
of the problem masks this.

The Endowment Effect and Status Quo Bias

A.

Another well-documented way that people deviate from basic
choice theory is that their endowments somehow interact with their
preferences.

Simplest anomaly: the endowment effect. People seem to put
more value on objects merely because they are their objects. In a
classic experiment, agents who were given a coffee cup had a
markedly higher willingness to accept than willingness to pay. A
few critics appealed to wealth effects, but that is a pretty lame
objection.

Aside: This has some interesting implications for the Coase
Theorem.

A more complex anomaly: status quo bias. People are somewhat
reluctant to both buy AND sell. Alternatives become more popular
purely by being designated as the status quo, even when
transactions costs are negligible.

In the real world, it is easy to attribute apparent instances of the
endowment effect and status quo bias to transactions costs or
information costs. Usually the status quo option, for example, gets
to be the status quo because most people prefer it that way. (Think
toppings on a hamburger). And again, most experiments focus on



"close" choices. If you gave someone 100 coffee cups, | strongly
suspect he would sell the vast majority without a premium.

Selfishness and Cooperation

A.

While pure theorists rarely mention it, almost all real-world
applications of economic theory assume that people are narrowly
selfish.

1. Slight variation: Inclusive fitness.

Of course, perfectly selfish non-relatives can sustain cooperation
through repeated play. So mere cooperation is hardly evidence
against human selfishness.

But: There is plenty of experimental evidence that people will
cooperate even in one-shot games. Why? They care about
strangers to some degree. (See General Zod in Superman II).
Much of this evidence comes from public goods experiments. Even
in one-shot games, agents contribute 40-60% of the socially
optimal level.

Cooperation declines with repeated play, but if you "re-start" a
tournament with experienced players, cooperation initially jumps up
again.

There is plenty of extra-experimental evidence, too.

1. Tipping
2. Charity
3. Voting

Real-world significance? Clearly it is there to some degree. We

offer and accept small favors from strangers all the time. We pass
up and expect others to pass up small chances to take advantage.
Still, people on average keep 98% of their income for themselves.

Fairness and Vindictiveness

A.

The opposite of selfishness is altruism - caring directly about the
well-being of others. But empirically, interpersonal motivation
seems richer than either.

For one thing, treating other people better than selfishness
recommends often seems to be motivated by concern for "fairness"
rather than directly caring about others. We seem more concerned
about how we treat people that we directly interact with, and pay
more attention to whether we behaved "fairly” than the actual
welfare of others.

Thus, in ultimatum and dictator experiments, first-movers often offer
splits with the second-mover, but rarely share their winnings with
the next stranger they meet. Fairness suggests the first, but not the
second.

A second motive that operates in the ultimatum game, but not the
dictator game, is "vindictiveness." Especially when we have been
treated unfairly, we often put a negative weight on the welfare of
another person.



VI.

VII.

VIIIL.

Real-world significance? Again, it is easy to observe on some
level. Even when there is no repeated interaction, we give up small
personal benefits to do what fairness requires, and expect others to
do the same. Prices and wages might be more volatile in the
absence of fairness and vindictiveness motives. A few glaring
shortages (concert tickets, for instance) would disappear. But how
big is the overall effect?

Preference Heterogeneity

A.

C.

D.
Expec
A.

Many economists not only assume that preferences are constant
over time; they also assume that they are identical across
individuals. Stigler and Becker made this a standard
methodological position, with the slogan "you can explain anything
with preferences.”

There is ample empirical evidence, however, that this is simply not
so. In my JEBO paper on personality and economics, | review a
wealth of evidence from personality psychology indicating a high
degree of preference heterogeneity.

Methodological point: Preferences only "explain everything" if
preferences are not independently measured.

Applications.

ted Utility Anomalies

Recall that expected utility theory puts definite restrictions on

choice under uncertainty. Many of these have been experimentally

falsified.

People often seem risk-averse over utility, not just wealth.

People often seem risk-averse relative to a "reference point." E.g.,

if a wealthy person plays a low-stakes game of poker, he is likely to

play as if he had a large risk premium, even though he remains rich

if he loses.

Choice is not linear in probabilities, as EU theory predicts.

The Allais paradox. Consider the following choices of gambles:

1. $27,500 w/p=.33, $24,000 w/p=.66, $0 w/p=.01; $24,000
w/p=1.

2. $27,500 w/p=.33, $0 w/p=.67; $24,000 w/p=.34, $0 w/p=.66.

Most people take the second choice in the first case and the first

choice in second case. EU theory says this is impossible. (Can

you prove why?)

Loss Aversion and Prospect Theory

A.

One general lesson that behavioral economists attempt to draw
from various findings is that people are "loss averse.” In basic
consumer theory, this makes no sense, because preferences and
endowments are separate. The intuition behind "loss aversion,”
though, is that having something you currently possess taken from
you is worse than never having had it at all.

This insight gives rise to one of the major positive theoretical
innovations of behavioral economics, known as "prospect theory."



Basic idea: replace EU w/risk aversion with an S-shaped curve that
kinks at the current "reference point."

Such a curve indicates that people are risk-averse in gains but risk-
seeking in losses. Given a choice of an extra $1000 or a gamble
with the same expected value, they prefer the $1000. Given a
choice of a loss of $1000 or a gamble with the same expected
value, they prefer the gamble.

The simple version of prospect version raises as many problems as
it solves. In particular, it seems to predict no one would want
insurance against losses. In practice, almost all insurance works
that way.

A more sophisticated version of prospect theory says that people
are:

1. Risk-averse in gains with high probabilities.
2. Risk-seeking in gains with low probabilities.
3. Risk-averse in losses with low probabilities.

4, Risk-seeking in losses with high probabilities.

Many experts in behavioral economics find this highly illuminating,
but obviously it has a lot of wiggle room: you can fiddle with the
reference point as well as the cut-point between "high" and "low"
probabilities.

Intertemporal Anomalies

A.

With perfect capital markets, basic micro says that everyone will
discount future payments by the rate of interest. Even with
imperfect capital markets, moreover, there are often definite
predictions of intertemporal choice.

Behavioral economists have uncovered a variety of intertemporal
anomalies. In many cases, consumers appear to have negative
discount rates - choosing, for example, to be paid over 12 months
rather than 9, or persistently receiving tax refunds.

In other cases, consumers appear to have discount rates far in
excess of the interest rate. In buying major appliances, for
example, they appear to put little weight on future energy cost
savings.

Furthermore, consumers often appear to have different discount
rates for gains versus losses.

Even more striking, discount rates often seem to vary with the total
waiting time. They discount a benefit a year-and-a-day from now
only slightly more than a benefit a year from now. But they
discount a benefit tomorrow a great deal compared to a benefit
today.

This implies "dynamic inconsistency.” As time goes by, consumers
actually regret previous decisions and want to change them.

It is natural to see this as a sort of "self-control" problem. A person
may want to save for retirement, but face a constant urge to spend.
Therefore, they might want to have money withheld from their



paycheck to overcome "temptation.” Similarly, a person may want
to lose weight, but at every particular moment they have an urge to
eat. Therefore they might, for example, avoid having food in the
house to avoid temptation.

It is widely assumed that the long-term plan is somehow better or
more reflective of the agent's true preferences than the short-term
plan, but is there any warrant for this assumption?

Many of these example are striking, but again, what do they mean
in the real world? It hardly seems like there are abundant
opportunities to loan money to people at 100% interest. And it is
not at all clear that it would be worth my time at current interest
rates if | investigated the energy efficiency of my appliances. Itis
somewhat interesting that people turn down free interest, but the
dollar value does not seem that high.



Prof. Bryan Caplan
bcaplan@gmu.edu
http://www.bcaplan.com

Econ 812

Week 11: Behavioral Economics and Irrationality, Il

l. The Behavioral Approach and Belief Formation

A.

B.

Last week we reviewed empirical evidence on choice theory. This
week we pursue a parallel agenda on belief formation.

Belief formation gets less attention than choice theory in basic
micro, but nevertheless there are definite standard assumptions,
and most work relies on these assumptions.

Economists, especially those who earned their Ph.D.s after the RE
revolution, frequently refer to the violation of these assumptions as
“irrationality,” as distinguish from ignorance. Intuitively, there are
two quite different reasons you might make mistakes:

1. Lack of information

2. Irrationality/stupidity

While the distinction is uncontroversial, in practice, economists are
reluctant to blame errors on anything other than lack of information.
However, claims about rationality are empirically testable.
Weakest rationality assumption: Bayesianism. Even if you put no
restrictions on agents' prior probabilities, there are testable
empirical implications. Examples:

1. P(A&B)CP(A).

2. Bayes' Rule

Stronger rationality assumption: RE. Almost all modern models
explicitly rely on RE, and a great deal of earlier work implicitly relies
on it. And RE has definite empirical implications:

1. No systematic errors

2. Errors uncorrelated with available info

In what sense do earlier models implicitly rely on RE? Take a
simple story about price controls. If suppliers systematically and
persistently underestimate the price control, no shortage will arise.
Suppliers will keep responding optimally to the market as they
imagine it.

A large empirical literature has uncovered a variety of deviations
from not only RE, but elementary probability theory. Once again, |
will partly be playing devil's advocate, but also indicating some
reservations along the way.

I. Cognitive versus Motivational Biases

A.

B.

Psychologists distinguish between two sorts of bias: cognitive and
motivational.

Motivational biases are biases where our emotions steer our
intellectual faculties away from the sensible answer they would
otherwise reach.



Cognitive biases are biases where our intellectual faculties give us
mistaken answers in the absence of any emotional commitment.
Many psychologists - especially those who specialize in cognitive
bias - maintain that all biases are, in fact, cognitive. These
psychologists have been especially influential in economics.

As you might guess, other psychologists disagree. Their objections
have received less attention from economists, but they have
nevertheless had some influence.

People occasionally equate cognitive biases with "not sensitive to
incentives" and motivational biases with "sensitive to incentives."
But this is hardly clear. Incentives could work on diverse margins.

Belief Perseverance and Confirmatory Biases

A.

The Bayesian framework is all about updating. Empirically, though,

there are a number of experiments showing "belief perseverance."

People stick with their initial view in spite of contrary evidence that

comes to them.

What is particularly striking is that people can actually be more

accurate with less information. Someone who views the complete

history of a blurry image gradually coming into focus has more
trouble identifying the image than another person who saw only the
later part of the history.

Other experiments find an even stronger effect: Once people

believe an hypothesis, they tend to grow increasingly confident.

Why? They are more likely to notice confirming evidence, and to

misinterpret ambiguous evidence as additional support. This is

known as "confirmatory bias."

In one particularly interesting experiment on the death penalty,

people were initially sorted into supporters and opponents. Both

groups were shown the same evidence, and both groups became
more confident in their judgments!

In more general terms, there is some evidence of systematic over-

confidence. This can usually be found if you graph the probabilities

that people assign to their beliefs against the fraction of those
beliefs that are correct.

1. However, people are more accurate when they give their
average accuracy rate instead of rating their accuracy
guestion-by-question.

Real world significance? The experiments demonstrate the

existence of these problems, but what real-world mistakes can be

attributed to them? Once you have a lot of evidence, it should take

a lot of evidence to noticeably change your mind. And how often is

it that people keep getting more and more certain of their views?

There are few issues as emotional as the death penalty, so

perhaps this evidence is not so impressive.

Availability and Representativeness Biases



A. People often estimate probabilities according to the ease of thinking
of examples. This is known as the "availability heuristic."

B. While this is sometimes a useful heuristic, it also predictably
generates biased judgments. If examples of something are
especially vivid or memorable, we tend to overestimate
probabilities.

C. Example: Are there more words in the dictionary that (a) start with
"a" or (b) have "i" as the third-to-last letter? It is easier to come up
with examples of the former, and people normally conclude - falsely
- that such words are more common. (Hint: How many words end
in "ing"?)

D. Avalilability bias has often to used to explain why, e.g., people
overestimate the risk of flying. Plane crashes are vivid and
memorable, so people infer they are likely.

E. Another common technique for estimating probabilities is to
compare particular cases to stereotypes, and go with the "better
match.” This is known as the "representativeness" heuristic.

1. Example: Suppose someone asked you which was more
likely: a Chinese professor teaches Chinese literature, or a
Chinese professor teaches psychology. Your stereotype of
Chinese literature professors is probably that they are almost
all Chinese, while your stereotypical psych prof is not.

F. What is wrong with this? Oftentimes, nothing. However, many
experiments have documented a tendency to ignore "base rates."
If there are many more psych profs than Chinese lit profs, this must
raise the probability that the Chinese prof is a psychologist. In
practice, people often suffer from "representativeness bias," where
they look only at the stereotype and ignore base rates.

G. Classic experiment: You walk into a joint engineer/psychologist
convention. 70%[30%] of the attendees are engineers. You meet
a guy with horn-rimmed glasses and a pocket protector. What is
the probability he is an engineer?

1. You generally get the same answer regardless of the
whether the base rates are 70/30 or 30/70.
H. False positives. Suppose a medical test always detects an illness if

it is present, but gives a false positive 5% of the time. One person
in a thousand has the disease. What is the probability you have the
disease conditional on testing positive? Our stereotypical sick
person tests positive; our stereotypical well person does not. But
the conditional probability of having the disease if you test positive
is only 1.96%!

l. Real world significance?

Risk Misperceptions

A. The basic RE assumption is that actors' risk estimates are, on
average, correct. A large empirical literature examines this
guestion, and often concludes that this is not so.



VI.

A standard finding is that estimates of low-probability events are

particularly biased. In particular, it seems as if people either:

1. Treat low-probability events as if they had O probability.

2. Or, treat low-probability events as if they were much more
likely than they really are.

While advocates of paternalistic safety regulations often appeal to

this literature, the policy link is tenuous. If you take this literature

seriously and want to use policy to do something about it, you

would obviously want to reduce the level of safety in a wide variety

of areas.

Systematically Biased Beliefs About Economics

A.

Most intro econ classes try to correct students' pre-existing
systematically biased beliefs about economics. Many famous
historical economists operate from a similar perspective.

But almost all academic work in economics assumes that people's
economic beliefs satisfy RE.

| have a series of empirical papers that examine this question. |
find overwhelming evidence of systematic errors in the public's
beliefs about the economy.

Data: The Survey of Americans and Economists on the Economy
Method: Estimating beliefs as a function of Econ dummy and
control variables. RE says Econ dummies' coefficients should
equal 0, at least after appropriate controls.

Why the controls? Many critics of the profession say it is the
economists who are biased, not the public. Two main versions:

1. Self-serving bias
2. Ideological bias

Clusters of error:

1. Anti-market bias
2. Anti-foreign bias
3. Make-work bias

4. Pessimistic bias

Other findings: The public is heterogeneous. Neither income nor
conservative ideology make people "think like economists," but the

following do:

1. Education

2. Being male

3. Job security

4, Income growth

Real world implications? At least in my judgment, it is rather easy
to link these biases to specific real-world outcomes. Most policies
that economists think are foolish can be naturally linked to public's
confused beliefs about economics.
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Human Capital Theory

A.

| assume you are all familiar with the calculation of present
discounted values, or PDVs. Recall that the lower interest rates
are, the more future benefits count.

While PDVs are most-frequently calculated for businesses, the idea
is completely general. You can calculate the PDV of adding
insulation to your home.

Similarly, you can calculate the PDV of attending school.

This is the key intuition behind human capital theory. We can think
about labor market decisions like any other investment.

Ex: Should you get another year of school? Add up the PDV of
your foregone earnings during school and the extra income you
expect to get after you've completed the schooling.

1. Note: Since you forego earnings first, and get a raise
afterwards, education makes less and less sense as interest
rates rise.

What else can you do for your career, and how do you decide if
they are good investments?

1. Co-writing a paper with a faculty member
2. Putting your cv on fancy paper
3. A computer projector

The Return to Education

A.

B.

An enormous empirical literature tries to estimate the return to
education.

Underlying motivation: Many economists see credit market
imperfections as a serious problem, especially if there is no obvious
collateral. An unusually high rate of return to education would
confirm their suspicions.

So how do you calculate the return to education? Basic estimates
start with an assumption that makes analysis highly tractable:
Foregone earnings are the ONLY cost of education.

Then ignoring finite lifespan, a regression of log earnings on a
constant and years of education gives you a rate of return estimate.
Just look at the coefficient on education. A coefficient of .1
indicates that a year of education raises earnings by 10%. In other
words, if you give up one year of income, you earn 10% extra every
year thereafter - just like a consol.

Using this approach on NLSY data, you get an estimated 12.6%
real rate of return to education (controlling for no other factors).

But this number is surely too high:



1. You do not reap the benefits of increased earnings forever.
This is a slight effect, since the lost years are far in the
future. Return drops to 12.56%

2. It costs resources to educate people. Counting these costs
drastically reduces the rate of return. With annual tuition of
$15,000, estimated return falls to 6.5%.

3. There is also a return to experience; you have the subtract
this rate from the return to education to figure out how much
extra you get if you go to school instead of work.

4, This is an estimate of the average, not the marginal rate of
return. (The marginal rate would be lower. Can you explain
why?)

5. The estimate tacitly assumes school completion probability
is 100%, when itos actually

6. It does not control for intelligence, which is highly correlated

with education.

Intelligence and Human Capital

A.

We all have an intuitive notion of what is means to be "intelligent."
Empirical research on intelligence is one of the best-developed
areas of psychology.

In practical terms, researchers usually measure intelligence with 1Q
(Intelligence Quotient) or related tests. These tests have come
under angry attack on a number of grounds. We'll briefly consider
each in turn:

1. Cultural bias
2. "There is no one thing that constitutes 'intelligence.™
3. Imperfection

Complaint #1: "Cultural bias." There are large group differences in
performance on IQ tests. Jews do about 1 SD better than average,
blacks about 1 SD worse. Critics blame this on cultural bias -
supposedly, the tests measure familiarity with middle-class
lifestyles rather than ability. Unfortunately for this argument, it has
been carefully tested and shown to be wrong. If you use IQ tests to
predict performance on practical tasks i like ability to drive a tank
through an obstacle course 1 1Q tests actually overstate the
performance of members of groups with low average 1Qs.
Complaint #2: "There is no one thing that constitutes 'intelligence.
Everyone is good at some things and bad at others, or so the claim
goes. Sitill, the fact is that for a wide range of mental problems,
people who are good at some are usually (not always) good at all of
them, and vice versa. Think about the SAT Verbal versus Math
scores. There are some people who are great at Verbal and
terrible at Math, but there are a lot more who are great at both or
terrible at both.

Complaint #3: Imperfection. There are several varieties of this
complaint. One is that the same person has received very different



test scores at different times. Another is that world-renowned
geniuses (Feynman is a common example) got low 1Q scores. All
this may be true, but it's irrelevant. 1Q scores are more reliable
than anything else, and if you tested 100 geniuses their average
score would be very high.

Intelligence is a lot like "strength." There is some ambiguity, but at
root we know what we mean, we know there are real differences,
and we know that people who are strong by one measure are
usually strong by other measures, too.

There is a second debate about the extent to which IQ is hereditary
or environmental. There is no time to resolve this here, but
evidence from carefully-constructed twin and adoption studies finds
that the variance is about 80% genetic. Unclear where the
remaining 20% comes from - it doesn't seem to be family
environment.

Why do | bring all this up? Because controlling for IQ sharply
reduces the measured return to education to a mere 7.5%. (1 extra
percentile of IQ bumps you up .7%; a year of education is thus
worth about as much as 11 percentiles of 1Q).

Estimated return with $15,000 tuition drops to 3%.

Slgnallng and the Social Rate of Return

A.

B.

Main idea of credit market imperfections: social return exceeds
private return.

The empirical case in the NLSY looks quite weak once you make a
few obvious adjustments. (Of course, some might simply say that
the case is weak precisely because governments already so
heavily subsidize education).

All of these calculations assume, though, that education actually
increases productivity and thereby raises social output. But recall
that there is a competing hypothesis: signaling.

Insofar as education is signaling, when one worker becomes more
educated, his wages go up. But at the same time, all other workers
look relatively worse, and their wages go down. The effect on
productivity of additional signaling is zero.

Implication: the previous estimates only show the private rate of
return. The social return will be lower.

If 50% of education's effect is signaling, the estimated rate of return
falls to -.3%! If it is 90% signaling, it falls to -5.5%.

Note that there is a simple policy government could use to improve
the market's efficiency: taxing education. In the signaling model,
education wastes real resources. Taxing education would preserve
the relative ranking but use fewer resources.

In reality, of course, governments almost always massively
subsidize education.

If education were unsubsidized, you might not be able to afford it;
but then you probably wouldn't need it to get a good job either.



VI.

Firms would switch to apprenticing and other ways to find out your
"type."

Nominal Rigidities

A. One unusual feature of labor markets that has often been
discussed is nominal rigidities. Even though labor seems to satisfy
the assumptions of perfect competition quite well, nominal wages
rarely fall even in the face of surplus labor.

B. Neoclassical theory does not rule this out. Nominal rigidity could
exist simply because of menu costs.

C. But menu costs seem pretty small relative to the value of the
product. This has led behavioral economists to blame it on money
illusion and/or fairness.

E. Evidence: Numerous psychological studies indicate that most
people have money illusion to some degree.

F. Even when you make the point explicit, respondents evaluate
employers' "fairness” partly in nominal terms. In one study, people
were asked to evaluate two firms' behavior when both are making
"small" profits.

Firms Unfair?
Inf=0, Raise=-7% 62%
Inf=12%, Raise=+5% | 22%

G. Who cares about fairness? There is also evidence that disgruntled
workers' performance worsens. "Wage cuts hurt morale." Effort is
partly about incentives and partly about trust.

H. Ask employers: How do workers respond to wage cuts versus
layoffs?

1. The UC Berkeley pay cut.

Note: Nominal rigidities could potentially be corrected by simply
inflating them away. In practice, of course, this is more easily said
than done.

Efficiency Wages

A. Unpleasant working conditions in an occupation decrease labor
supply and raise wages. This wage premium is generally known as
a "compensating differential.”

B. With symmetric information, then, employers can induce workers to
work harder by paying them more, and markets still clear.

C. However, with asymmetric information, matters are more complex.
What happens if workers know more about their effort level than
their employer does?

D. Employers might threaten to fire you if they catch you shirking, but
in competitive markets, the fired worker can immediately get a job
just as good as his last job.

E. So what might employers do? They might raise workers' pay above

the market-clearing level in order to make the threat to fire them
serious. That way, if they get fired, it will be hard for them to find a
job that is just as good as the one they lost.



What happens if all employers think this way? Then everyone
raises wages above the market-clearing level, and a permanent
labor surplus emerges.

If you hire the unemployed workers at a lower wage, then given
certain assumptions, their performance falls faster than the wage.
This makes them unemployable, even though they are identical to
the employed workers.

Note that this is a real model. Inflation raises the equilibrium
nominal efficiency wage 1:1.

Some economists use the efficiency wage model to argue for
industrial policy. You can increase total output by taxing the
employed to subsidize jobs for the unemployed.

However, the efficiency wage problem can also be mitigated by
simply making unemployment less pleasant. So it could just as
easily be seen as an argument against unemployment insurance,
welfare, etc.
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30 46 28 24112.6433 4094.48374 15000 2547.10383) 1547.39
31 47 29) 241126433 3843.24084| 15000, 2390.80996| 1452.44
32 48 30| 24112.6433) 3607.42263 15000 2244 1085 1363.316
599 49 31 24112.5433 3386.0661 15000 2106.40497 1279.661
34 50 32| 24112.6433 3178.20232 15000| 1977.15299| 1201.138
5] 51 33| 24112.8433 2983.26783| 15000 1555.&321| 1127436
36 52 34| 24112.5433 2800.21032] 15000 1741.95564) 1058.255
B i 53 35 24112.6433 2628.38548 [ 15000| 1635.06573) 993.3187
.38 54 38 24112.8433 2467.10405] | 15000 1534.73679 932 3673
29 55 37 24112.6433| 2315.71907| 15000 1440.58318 875, 7555
a0 56 38 24112.6433 2173.62329 15000 13521682 B271.45571
a1 57 39 241126433 204024671 15000| 126919726 771.0495
4z 58 40 241126433 1915.0543 15000 1181.31753) 723.7368
59 41 241126433, 179754388 15000 111821861 679.3273
&0 42 24112.6433 1687.24406/ 15000 1049.60126 B37.6428
45 61 43 24112.6433 1583.71238 15000 985.106253 5O98.5161
62 44 24112.6433 1486.53357 15000, ©24.743225 561.7903
a7 83 45 241126433 139531778 15000/  857.00068) 527.3181
48 64 46| 24112.6433 1309.69911 15000, 814737929, 494.9611
49 5 47! 241126433 1229.33413 150000 764744529 4645850
B 85 48| 241126433 1153.90045 15000 717.818729) 436.0877
51 67 49| 241126433 1083.09551 15000 673772362 4093237
52 | 58 50| 24112.6433 1016.63524 15000 632428742 3B4.20G5
{ 53| Tutal POV | 234779.135| | 234779135 -1.14E-U7







