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Have the Experts Been Weighed, Measured, and Found Wanting?
ABSTRACT: Tetlock’s Expert Political Judgment is a creative, careful, and mostly convincing study of the predictive accuracy of political experts. My only major complaints are that Tetlock (1) understates the predictive accuracy of experts, and (2) does too little to discourage demagogues from misinterpreting his work as a vindication of the wisdom of the average citizen. Experts have much to learn from Tetlock’s epistemological audit, but there is still ample evidence that, compared to laymen, experts are very good.
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Philip E. Tetlock’s Expert Political Judgment: How Good Is It? How Can We Know? (Princeton: Princeton University Press, 2005) is literally awesome. The audacity of his project, and the competence of its execution, inspire awe.  
In the mid-1980s, Tetlock made a decision that should thrill defenders of the tenure system. As he puts it, “The project dates back to the year I gained tenure and lost my generic excuse for postponing projects that I knew were worth doing, worthier than anything I was doing back then, but also knew would take a long time to come to fruition” (ix). His plan: 
1. Ask a large, diverse sample of political experts to make well-defined predictions about the future. Among other things, Tetlock asked experts to predict changes in various countries’ political leadership and borders; whether or not certain treaties would be approved; GDP growth rates; debt-to-GDP ratios; defense spending amounts; stock-market closing prices; and exchange rates.
2. Wait for the future to become the past.

3. See how accurate the experts’ predictions were; and figure out what, if anything, predicts differences in experts’ degree of accuracy.
Twenty years later, Tetlock has a book full of answers. His overarching finding is that experts are poor forecasters: The average political expert barely does better than what Tetlock calls the “chimp” strategy of treating all outcomes as equally probable. (For example, if GDP can go up, stay the same, or go down, a chimp would assign a 1/3 probability to each outcome).  
Unnerving as that finding is, however, Tetlock only devotes one chapter to it. 
Instead, most of the book focuses on the strongest predictor of differences in accuracy: whether the expert is a single-theory-to-explain-everything kind of guy (a “hedgehog”) or a pluralistic eclectic (a “fox”). It turns out that measures of education and experience make little difference; neither does political orientation. But hedgehogs are less accurate than foxes by almost every measure. Tetlock considers a long list of pro-hedgehog objections, but ultimately finds them guilty beyond a reasonable doubt.

For purposes of this review, I took Tetlock’s fox-hedgehog test.  Even though I knew his results in advance, the test pegs me as a moderate hedgehog. Nevertheless, I find Tetlock’s evidence for the relative superiority of foxes to be compelling. In fact, I agree with his imaginary “hard-line neopositivist” critic who contends that Tetlock cuts the hedgehogs too much slack.
  
I part ways with Tetlock on some major issues, but I do not claim that he underestimates my own cognitive style.
  My main quarrels are, rather, that Tetlock underestimates experts in general, and does too little to discourage demagogues from misinterpreting his results.

How does Tetlock underestimate the experts? In a nutshell, his questions are too hard for experts, and too easy for chimps. Tetlock deliberately avoids asking experts what he calls “dumb questions.” But it is on these so-called dumb questions that experts’ predictions shine, relative to random guessing. Conversely, by partitioning possible responses into reasonable categories (using methods I will shortly explain), Tetlock saved the chimps from severe embarrassment that experts would have avoided on their own.

Furthermore, even if the experts are no better than Tetlock finds, he does too little to discourage demagogues from misinterpreting his results as a vindication of populism.
  There is only one major instance in which Tetlock compares the accuracy of experts to the accuracy of laymen. The result: The laymen (undergraduate Berkeley psychology majors – quite elite in absolute terms) were far inferior not only to experts, but to chimps. 
Thus, the only relevant data in Expert Political Judgment further undermine the populist view that the man in the street knows as much as the experts.  But the back cover of Tetlock's book still features a confused blurb from the New Yorker claiming  that "the somewhat gratifying lesson of Philip Tetlock's new book" is "that people who make prediction their business... are no better than the rest of us."  Tetlock found no such thing.  But in his quest to make experts more accountable, he has accidentally encouraged apologists for popular fallacies.  It is important for Tetlock to clear up this misunderstanding before it goes any farther.  His goal, after all, is to make experts better, not delude the man in the street into thinking that experts have nothing to teach him.


Underestimating the Experts

Tetlock distinguishes between "unrelenting relativists" who object to any effort to compare subjective beliefs to objective reality, and "radical skeptics" who simply doubt that experts' subjective beliefs correspond to objective reality.  The relativists refuse to play Tetlock's game.  The skeptics, in contrast, play, and play well; they claim that, using standard statistical measures, experts are bad forecasters, and the facts seem to be on their side.  Tetlock finds that experts have poor calibration – the subjective probabilities they assign are quite different from the objective frequencies that actually occur.  Tetlock also reports that experts' discrimination – the accuracy of their judgments about what is unusually likely or unlikely – are only moderately better.  As Tetlock explains:  

Radical skeptics should mostly welcome the initial results.  Humanity barely bests the chimp, losing on one key variable and winning on the other. We lose on calibration. There are larger average gaps between human probability judgments and reality than there are for those of the hypothetical chimp. But we win on discrimination. We do better at assigning higher probabilities to occurrences than to nonoccurrences than does the chimp. And the win on discrimination is big enough to offset the loss on calibration and give humanity a superior overall probability score. (51-52.)
If Tetlock seems to be damning with faint praise, he is.  Compared to “case-specific extrapolation algorithms” that naively predict the continuation of past trends, not to mention formal statistical models, the experts lose on both calibration and discrimination:

This latter result demolishes humanity’s principal defenses.  It neutralizes the argument that forecasters’ modest showing on calibration was a price worth paying for the bold, roughly accurate predictions that only humans could deliver. . . . And it pours cold water on the comforting notion that human forecasters failed to outperform minimalist benchmarks because they had been assigned an impossible mission—in effect, predicting the unpredictable. (53)

Tetlock’s work here is fine as far as it goes, but there are several important reasons why readers are likely to take away an unduly negative image of expert opinion.

At the outset, it is worth pointing out that Tetlock only asked questions about the future. Why? Because he both suspected and found that experts are good at answering questions about the present and the past.  As Tetlock explains in a revealing footnote:
Our correspondence measures focused on the future, not the present or past, because we doubted that sophisticated specialists in our sample would make the crude partisan errors of fact ordinary citizens make. . . .  Pilot testing confirmed these doubts. Even the most dogmatic Democrats in our sample knew that inflation fell in the Reagan years, and even the most dogmatic Republicans knew that budget deficits shrank in the Clinton years. To capture susceptibility to biases among our respondents, we needed a more sophisticated mousetrap. (10)

Once Tetlock puts matters this way, however, it suggests that we should focus more attention on the mousetrap and less on the mouse. How sophisticated did the mousetrap have to be to make the experts’ performance so poor? What kinds of questions – and question formats – did Tetlock wind up using? 
This is one of the rare cases where Tetlock gets a little defensive. He writes that he is sorely tempted to dismiss the objection that “the researchers asked the wrong questions of the wrong people at the wrong time” with a curt, “‘Well, if you think you’d get different results by posing different types of questions to different types of people, go ahead.’ That is how science is supposed to proceed”
 (184). 
The problem with his seemingly reasonable retort is that Tetlock deliberately selected relatively hard questions.  One of his criteria was that questions must:

Pass the “don’t bother me too often with dumb questions” test. . . . No one expected a coup in the United States or United Kingdom, but many regarded coups as serious possibilities in Saudi Arabia, Nigeria, and so on.  Experts guffawed at judging the nuclear proliferation risk posed by Canada or Norway, but not the risks posed by Pakistan or North Korea.  Some “ridiculous questions” were thus deleted. (244)


 On reflection, though, a more neutral word for "ridiculous" is "easy."  If you are comparing experts to the chimp strategy of random guessing, excluding easy questions eliminates the areas where experts would have routed the chimps.  Perhaps more compellingly, if you are comparing experts to laymen, positions that experts consider ridiculous often turn out to be popular. (Caplan 2006; Somin 2004; Lichter and Rothman 1999; Delli Carpini and Keeter 1996; Thaler 1992; Kraus, Malmfors, and Slovic 1992)  To take only one example, when asked to name the two largest components of the federal budget from a list of six areas, the National Survey of Public Knowledge of Welfare Reform and the Federal Budget (Kaiser Family Foundation and Harvard University 1995) found that foreign aid was respondents' most common answer, even though it is only about 1% of the budget.  Compared to laymen, then, experts have an uncanny ability to predict foreign aid as a percentage of the budget.

Tetlock also asks quite a few questions that are controversial among the experts themselves.
  If his goal were solely to distinguish better and worse experts, this would be fine.  Since Tetlock also wants to evaluate the predictive ability of the average expert, however, there is a simple reason to worry about the inclusion of controversial questions: When experts sharply disagree on a topic, then by definition, the average expert cannot do well.

But Tetlock does more to help the chimp than just avoiding easy questions and asking controversial ones.  He also crafts the response options to make chimps look much more knowledgeable than they are.  When questions dealt with continuous variables (like GDP growth or stock market closes), respondents did not have to give an exact number. Instead, they were asked whether variables would be above a confidence interval, below a confidence interval, or inside a confidence interval. The catch is that Tetlock picked confidence intervals that make the chimps’ strategy fairly effective:
The confidence interval was usually defined by plus or minus 0.5 of a standard deviation of the previous five or ten years of values of the variable. . . . For example, if GDP growth had been 2.5 percent in the most recently available year, and if the standard deviation of growth values in the last ten years had been 1.5 percent, then the confidence band would have been bounded by 1.75 percent and 3.25 percent. (244)
Assuming a normal distribution, Tetlock approach ensures that variables will go up with a probability of 31 percent, stay the same with probability of 38 percent, and go down with probability of 31 percent.
  As a consequence, the chimp strategy of assigning equal probabilities to all events is almost automatically well-calibrated.  If, however, Tetlock had made his confidence interval zero – or three – standard deviations wide, random guessing would have been a predictive disaster, and experts would have shined by comparison.  
To truly level the playing field between experts and chimps, Tetlock could have asked the experts for exact numbers, and made the chimps guess from a uniform distribution over the whole range of possibilities. For example, he could have asked about defense spending as a percentage of GDP, and made chimps equally likely to guess every number from 0 to 100. Unfair to the chimps? Somewhat, but it is no more unfair than using complex, detailed information to craft three reasonable choices, and then concluding that the chimps’ "guesswork" was almost as good as the experts’ judgment.
To amplify this lesson, consider the classic question of how long it would take a chimp typing at a keyboard to write War and Peace. If the chimp could type anything he wanted, the sun might go out first. But what if each key on the keyboard printed a book rather than a letter, and one of those books was War and Peace? It is a lot easier for a chimp to “write” War and Peace when someone who actually knows how to do so paves the chimp’s way.

At this point, one could reasonably object that my corrections merely increase the advantage of experts over chimps.  But they do nothing to narrow the gap between experts and the real winners of Tetlock's horserace: case-specific extrapolations and formal statistical models.  Both of these methods continue to work well when questions are easy and/or require exact numbers.


Fair enough, but what are the implications? Suppose that, properly measured, experts crush chimps, but still lose to extrapolations and formal models. Does that make experts’ forecasting abilities “good,” or “bad”?  In my view, the right answer is: pretty good. Almost no one is smart enough to run extrapolations or estimate formal models in his head. For experts to match formal models, they would have to approach Tetlock’s questions as a consulting project, not “just a survey.”  

Speaking at least for my own discipline, most economists who are seriously interested in predicting say, GDP growth, rely on formal statistical models. But very few economists would estimate a formal model just to answer a survey. Our time is too valuable, or, to put it less charitably, we’re kind of lazy. It is hardly surprising, then, that economists lost to formal models, considering the fact that Tetlock took the time to open his favorite statistical program, and the economists did not. All that this shows is that statistical forecasting is better than from-the-hip forecasting, and that experts are not smart enough to do statistical forecasting without the help of a computer

Experts cannot escape all of Tetlock's indictment.  He makes a convincing case that experts break some basic rules of probability, overestimate their predictive abilities for “non-ridiculous” and controversial questions, and respond poorly to constructive criticism.  But contrary to the radical skeptics, experts can easily beat chimps in a fair game.  For the chimps to stand a chance, the rules have to be heavily slanted in their favor.
The Egalitarian Misinterpretation

Tetlock tells us that political experts "barely best the chimp."  It is easy to conclude that these so-called "experts" are bunch of quacks.  Question: What would happen if the average voter accepted this conclusion?  Would he start relying on the winner of Tetlock's horserace – formal statistical models?  No.  In all likelihood, if the average voter came to see political experts as quacks, he would rely even more heavily on his own preconceptions.  As a result, policies would shift in a populist direction.  For example, if the public lost whatever respect it now has for experts, one would expect policy to move away from the free trade prescription of the vast majority of economists, and towards the protectionist policies that most people instinctively favor.

If Tetlock is right, wouldn't a shift toward populism be a good thing – or at least not a bad thing?  Many readers are quick to make this inference, but they are mistaken.  Even though Tetlock races experts against a long list of competitors, he says very little about the relative performance of experts versus laymen.  As far as I can tell, the only laymen Tetlock tested were a group of "briefly briefed" Berkeley psychology undergraduates:





We compared experts against a humbler, but still human, benchmark: briefly briefed Berkeley undergraduates.  In 1992, we gave psychology majors “facts on file” summaries, each three paragraphs long, that presented basic information on the polities and economies of Russia, India, Canada, South Africa, and Nigeria.  We then asked students to make their best guesses on a standard array of outcome variables. (2005, 56)
Out of all the competitors in Tetlock’s tournament, these undergraduates came in dead last:
The undergraduates were both less calibrated and less discriminating than professionals working either inside or outside their specialties. . . .
If one insists on thinking like a human being rather than a statistical algorithm . . . it is especially dangerous doing so equipped only with the thin knowledge base of the undergraduates. The professionals – experts and dilettantes – possessed an extra measure of sophistication that allowed them to beat the undergraduates soundly. . . . (56)

The upshot is that Tetlock does nothing to show that experts are “no better than the rest of us.” When he does race the two groups, laymen lose decisively. Tetlock, like Voltaire, finds that “common sense is not so common.”
The poor performance of the Berkeley undergraduates is particularly noteworthy because these laymen were elite in absolute terms, and received basic information before they made their predictions.  We can only imagine how poorly the average American would have done using nothing but the information in his head – and shudder when we realize that "the average American, using nothing but the information in his head" roughly describes the median American voter.

Actually, we can do more than just imagine how poorly the average American would have done. While no one has administered Tetlock’s survey to the general public, an entire literature tests the accuracy of public beliefs about politics, economics, and more (Caplan 2006; Somin 2004; Lichter and Rothman 1999; Delli Carpini and Keeter 1996; Thaler 1992; Kraus, Malmfors, and Slovic 1992). On balance, the public’s performance is shockingly bad. Given Tetlock’s (2003) own work on “taboo cognitions,” this should come as no surprise; to a large extent, people hold political beliefs as sacred dogmas, not scientific hypotheses (Caplan 2006).
My primary target in this section is not Tetlock, but populists who might misread him. Nevertheless, Tetlock could and should have done more to distance himself from populism. He was so intrigued by the differences among different types of experts that he neglected two bigger questions: 
1.  What is the main point a broader audience will take away from my book? 
2.  How can I help my audience to take away the right point?  

As the book is written, it is too easy for a casual reader to think that Tetlock’s main point is that political experts are no better than astrologers. If I were Tetlock, I would have tried harder to immunize readers from this misinterpretation.  Above all, I would have repeatedly emphasized that "The experts have much to learn, but they also have much to teach," or at least "However bad experts seem, laymen are far worse."



*


*


*

Expert Political Judgment is one of the five best books I have ever read in political science. It asks thought-provoking, important questions, and provides creative and compelling answers. Even though he underestimates the experts, Tetlock has become one of the angels on my shoulder, an angel who never tires of asking me “How can you be so sure?” and “How much money would you bet on that prediction?”  

Properly interpreted, Tetlock does not show that experts are bad. But he does show many specific ways that experts could be better. Experts ignore his work at their own peril.  At the same time, those who misuse Tetlock’s work to shield popular errors from expert criticism imperil us all.












NOTES
� Above all, I object to giving experts "“value adjustments"” because they made "“the right mistakes."”  Bluntly speaking, "“I was wrong for the right reasons"” amounts to "“I wasn'’t wrong, I was lying on an anonymous survey for the greater good of humanity."”  It is hard to take this defense seriously.  Among other things, it is open to a courtroom retort: "“Were you lying then, or are you lying now?"”





� Tetlock gives hedgehogs many chances to defend themselves, but I doubt that even the most doctrinaire hedgehogs would defend their cognitive style per se.  After all, since hedgehogs often radically disagree— – and  scorn the predictive abilities of rival hedgehogs –- they  should expect the typical hedgehog to be a poor forecaster.  As noted hedgehog Murray Rothbard once observed: "“The clear and logical thinker will always be an '‘extremist,'’ and will therefore always be interesting; his pitfall is to go wildly into error."” (Richman 1988, 355).





� Tetlock is discussing efforts to make hedgehogs look better, but his point applies just as well to efforts to make experts look better.





� In fairness to Tetlock, this is standard operating procedure in most public forums.  For example, television shows normally invite economists to entertain audiences with debate, not to jointly communicate the expert consensus on a topic. 





� In fairness to Tetlock, this is standard operating procedure in most public forums.  For example, television shows normally invite economists to entertain audiences with debate, not to jointly communicate the expert consensus on a topic. 





� To make the chimps'’ task even easier, Tetlock could have made the confidence interval equal to the last mean plus or minus .43 SDs – splitting the normal distribution into three equiprobable regions.  He  could also could have adjusted his categories to account for trends.  For example, if growth is increasing by .1 SDs per year, he could have made his confidence interval equal to the last mean plus .1 SD, plus or minus .43 SDs.





� This is a slight exaggeration, because the median voter is moderately more educated than the median adult. (Verba et al., 1993).
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