PAGE  
2

Path Dependence and Public Policy:  

Lessons from Economics

Stephen E. Margolis

North Carolina State University

Raleigh, NC

January 2005

For the George Mason University presentation: A note to readers

This paper was prepared for an interdisciplinary workshop on path dependence held in Visby, Sweden last August. I had two objectives in this paper. The first was to present, for an audience of non-economists, a survey of the work on path dependence that Stan Liebowitz and I have done over the past fifteen years. The second was to discuss the appearance of path dependence in public policy, as distinct from market outcomes. 

In pursuit of the first objective, it was necessary to present a discussion of economic concepts of efficiency and externality. Specifically, I have elaborated on the more nuanced views of externality that have been developed by economists such as Harold Demsetz, Carl Dahlman, and Oliver Williamson among others. These views are well known to many economists, but less widely known, I think, to other social scientists.

I hope that the result is a compact introduction of our work that will be useful to public policy scholars. Readers who are familiar with Stan’s and my work on path dependence will find the first three-quarters of the paper to be pretty familiar and may find that efficiency is served by skipping to section 6.

1. Introduction

Path dependence, as economists have come to use the term, is a condition in which economic outcomes exhibit inertia—they are what they are because they have been what they have been. At this very simple and general level, economies must exhibit path dependence, and lots of it. The houses, roads, factories and offices that we have today must be the ones that were built sometime in the past. In this sense, path dependence is an unavoidable consequence of ordinary durability of many physical assets. Similarly, the production technologies that are available to us today are those that we developed in the past. Knowledge too is a durable investment. Path dependence in this very limited sense is the rule, not the exception.

Economists model individual choices, and therefore aggregate outcomes, as the result of the interplay between what we want and what we can have—our preferences and production possibilities. In turn, production possibilities depend on our endowments, institutions, and technologies. Since all three of these depend fundamentally on what has gone on in the past, economic outcomes must depend on history. None of that is new. Durability, broadly defined, has always been a part of economic analysis.

A new twist in this old concern with persistence has appeared in the economic literature since the mid nineteen-eighties. This literature expresses a view that economic outcomes depended on the past in more complex and more remote ways that we have ordinarily recognized. The influence of the past is not reflected merely in the resources that we have today. Instead, the past is manifest in the particular choices that we make today from the universe of possibilities. The past does not just govern the opportunity set, it also governs what allocations we choose from that set. I promise to illustrate this, and soon, but first I need to develop some background.

Economists’ interest in path dependence, in the sense discussed above, has begun to spread to other fields. These fields include management theory, law and political science. In the following, I present an overview of path dependence that is aimed broadly at the public policy audience. To present that overview, I first discuss some fundamental issues of market performance. Following that, I present the origins and meanings of the contemporary use of path dependence in economics and explore some of the theory and empirical support for path dependence. Finally, I discuss some specific reasons why we should expect to find path dependence in public policies.

Path dependence in economics has been controversial so I should disclose here that I am not exactly a neutral reporter. Much of what follows will draw on work that I’ve done over the past fifteen years with Stan Liebowitz
 which has clearly put us on one side of the controversy that I’ll be presenting below.  There are nuanced views and subtle distinctions on both sides of the argument, but to set the stage, here’s a brutal simplification: The debate over path dependence originates with claims that where path dependence arises, economists’ usual confidence in markets is misplaced. As Paul Krugman puts it, under the conditions that suggest path dependence, ‘Markets cannot be trusted’.
 Stan Liebowitz and I have argued that while markets can and do sometimes fail, path dependence does not offer any new brief against markets. Path dependence, in the simple sense of durability, must be all around us. But the logical leap from durability to market failure is long and against the wind. 

2. Efficiency and externality

Economists’ writings on path dependence have been concerned, at least in part, with economic efficiency. In important respects, this debate parallels a more general consideration of externalities. Public policy scholars will certainly be well acquainted with the concept of externality and its implications, but may not have encountered some of the critical perspectives on externality that have appeared in the economics literature. These perspectives are important to our writings on path dependence, so I consider them at some length here.  

Economics has always been concerned with what can be called the Adam Smith problem: Can the seemingly chaotic actions of individual decision makers, each seeking his own self-interest, be relied upon to yield a desirable arrangement of their economic affairs? Is there any reason that a market outcome—a particular allocation of resources—should be regarded with any respect at all?  Is the market allocation likely to be any better than a random draw out of an infinite number of possibilities? Is there any escaping the presumption that a market outcome is inferior to an alternative allocation that might be arranged by a moderately well informed and well-intentioned social planner? In short, do we need a despot to organize our economic affairs?  

Policymakers inevitably deal with the marginal or incremental version of the Adam Smith problem. What should be the role of government?  Economists can’t really get away from it either. In the early nineties, an interviewer asked Nobel Lauriat Robert Lucas, ‘What subjects do you think are on the economics frontier in the 90s?’ He replied, ‘In economic policy, the frontier never changes. The issue is always mercantilism and government intervention vs. laissez faire and free markets’.
 


A rough outline of the economists’ answer to the Adam Smith question, or at least the answer provided by the economics mainstream, is well known to public policy scholars. In competitive markets, all goods that are worth their cost are produced. That is, markets allow consumers to express their willingness to pay for economic goods. Those who can provide these goods are induced to do so as long as they can produce the goods for less than consumers are willing to pay. Goods that are worth more than they cost to produce are thus produced, where the cost of a good is understood to mean the value of the things that must be given up to produce the good. All potential gains from trade are exploited. Competitive markets are, in a word, efficient.

From such a market equilibrium, we should expect that even well informed and well intended rearrangements would not improve things, or to be more precise, such rearrangements would not improve things for people in general. They might make things better for some people and worse for others, but not better for some and no worse for others. Outcomes that cannot be improved upon for people in general are said to be efficient. There are many such efficient outcomes.

That is the very compact version of the theoretical support for economists’ presumption that markets are, with certain specific exceptions, efficient. That presumption is why economists take market outcomes as the starting point in public policy considerations. Economic policies—beyond certain market foundations such as the law of property and contract—are a collection of departures from market outcomes. This disposition in favor of markets does incorporate certain normative assumptions, principally that individuals are the relevant judges of their own self interest and that an action that makes no one better off and some people worse off cannot be judged to make the society better off. 

The basic efficiency of markets is the starting point, of course, but it is not where most economists stop. There are categories of allocation problems that markets do not necessarily solve. These categories are identified as externalities and public goods, the so-called market failures. I should emphasize here that when we say these are market failures, we mean that markets do not necessarily solve these allocation problems. They might solve some of them, but our theory provides no assurance that markets necessarily provide efficient outcomes. 

Path dependence is closely related to the familiar problem of externality.  An externality is said to exist where a decision maker does not enjoy the full benefit or suffer the full cost of his action. Where some of the benefits of an activity are enjoyed by others, an individual will undertake too little of the activity, that is, less of it than he would undertake if somehow he enjoyed its full benefit. I don’t engage in as much gardening as I might if I gave full consideration to my neighbor’s interests. Symmetrically, where some of the costs of an action are borne by others, an individual will undertake too much of the activity. If I bore the full costs of driving my car, I would drive a socially optimal amount—using my car only to the point at which the gains of driving an additional mile equaled all of the costs. But since some of the costs of my driving are borne by others, I drive too much, consuming some miles that have total costs to society, including me, that exceed the benefits to me alone.

The standard teachings on externality move quickly from this presentation to a standard policy framework. Governments, it is argued, can remedy the errors that externalities induce through measures that, one way or another, correct the market allocation. The measures that most directly follow from the definition are taxes or subsidies that align private and social costs. Alternatively, where taxes and subsidies are too costly to administrate, direct regulation can bring about the desired correction. 

This brief treatment of externality is often presented as the starting point for policy-oriented courses in economics or economics oriented courses in public policy. In short, the standard teachings are that markets are good, except for definable categories of market failure. From that conclusion, we carve off large categories of failure that then are then treated as suitable matters for public intervention. Environmental regulation is the closest example, where the theoretical foundation is explicitly linked to this analytical framework.  Beyond that is a long list of government interventions that can be explained or justified by externality arguments. The list would include zoning, safety regulations, health care, education, workplace safety regulation, and on and on. 

The problem with using externality as a platform for government intervention is that not all of the simple interactions that are potential externalities are actually market failures. An externality, by its very nature, confronts people with a real problem. Government remediation of an externality is warranted precisely because it constitutes a loss of wealth that could, in principle, be avoided. That is, some actor is imposing costs that are greater than the benefits that he enjoys. All of the parties involved—the harmed and the harmer—could benefit if the inefficiency were undone. By the mere fact that the cost of the externality-bearing activity exceeds the benefits, there is room for a bargain that could yield benefits to both parties. This is part of the contribution of a seminal paper by Ronald Coase (1960). Coase argues that under certain circumstances, transactions among the parties affected by externality would lead to an efficient allocation of resources. 

There are many very practical examples of market actions that internalize would-be externalities, though not all of these are the direct transactions that Coase considers. For example, within a residential area, some land uses impose costs or benefits on others. Investments in the appearance of structures might impose external benefits on owners of nearby structures. While it not unusual to have government responses to this relationship, typically in the form of architectural standards or zoning, there are market alternatives. A developer of a large parcel of land will internalize all such interactions and will have every incentive to gather together land uses that benefit each other, separate those that harm each other, moderate appropriately any remaining negative effects, and efficiently exploit any potential beneficial interactions. Similarly, department stores exist to exploit the potential beneficial interactions among disparate retailing activities. Office parks serve a similar purpose for business activities.

These arrangements are institutional responses that develop through the actions of profit seeking entities—people or companies—that internalize effects that might initially appear, or more importantly actually occur, as externalities. The consequence of such a possibility for economic theory or economic policy is enormous. First, while interactions may be determined by technology or the physical relationships among people, buildings, or activities, externalities are not. External effects exist, or not, depending on particular institutional circumstances. Further, some market institutions, that is, institutions that arise from the voluntary actions of independent actors, are created because they solve the problems of interactions that would otherwise be unmediated--externalities. Because such institutions create benefits that exceed their costs, they can be profitable undertakings for their creators. 

In principle, the existence of any inefficiency means that there is some possible reallocation that creates benefits that exceeds its costs. Consequently, any inefficiency may constitute a profit opportunity for someone who can figure out a way to solve the problem, unravel the inefficiency and appropriate some of the net benefit. The world of externality is vulnerable to the world of entrepreneurial action.

From this perspective, externality becomes a much less certain condition. It is for this reason that some economists are uneasy with the sometimes-glib three-step argument that takes us from interaction to externality to implied public policy measure. This is not to say that there are no externalities that are best dealt with through government action. But it does say that the case for government action is not complete with the mere observation of an interaction that does not appear to be mediated by simple market transactions.

This argument relates closely to one put forward by Harold Demsetz
.  Demsetz argues that any inefficiency claim implies that the parties affected by the inefficiency are, for some reason, unable to transact to alleviate the implied losses at a cost that is less than the benefit from solving their problem. In effect Demsetz raises the question, if there is some alternative to the status quo that is better for some people and no worse for anyone else (a Pareto improvement), why don’t the people involved take the actions necessary to bring about the change? His answer is that the costs of moving to the new allocation—transactions costs, organization costs, or whatever we might like to call them—must be prohibitive. There is a better world out there, but the cost of getting from here to there is greater than the benefit. Demsetz’s challenge to conventional doctrine on externalities is that these costs don’t disappear when governments intervene. The costs may change, but they don’t disappear.

In Demsetz’s framework, there is still room for public action, and still the possibility that the market outcome is inefficient; inefficient in the sense that there is a feasible alternative that is preferable to market outcomes. But establishing this inefficiency requires that it be demonstrated by a specific policy—literally a policy proposal—for which the benefits exceed the costs, where the costs are defined to include all of the organizational, transactions or administrative costs of the program.  

Demsetz’s conception of efficiency is a broad condemnation of theoretical welfare economics as it has been practiced. The established welfare economics algorithm is to specify certain economic conditions (tastes, technology and endowments) under some set of market institutions, characterize the ideal outcome, characterize the market outcome and declare the difference to be an inefficiency.

Some critics have incorrectly dismissed Demsetz’s stance (and our related arguments) as Panglossian, arguing that it amounts to ‘we live in the best of all possible worlds’, or ‘whatever is, is best’.  In fact, it is nothing of the kind. Instead, it is actually a very hard headed, unromantic and policy-oriented view of the world. It requires that we look for real policies and declare the world to be inefficient only where there are feasible improvements on market outcomes. It is also a view that should feel familiar to public policy scholars. It diminishes somewhat the role of purely theoretical constructions and elevates the role of analysis of actual policies. 

All that said, external effects and public goods do remain useful concepts. They direct our attention to circumstances in which there might be a role for collective action. They also may constitute a simple though minimal test of candidates for government intervention. They imply a narrowing of the field for potential efficiency-justified intervention. Of any proposed intervention, it may be asked, is there some reason to think that the decisions of individual producers and consumers cannot be expected to lead to efficient outcomes? Absent an argument that connects the proposal to one of the categories of market failure, the presumption would seem to go against the market intervention. Unfortunately, this hurdle may not be very high, given the ease with which externality may be asserted. 

3. Back to the past: Path dependence

Definitions 

Thus far, I have referred to path dependence as only a kind of inertia in economic outcomes. That simple characterization does capture the essence of path dependence. A claim that something is path dependent is, for most writers, a claim that in once sense or another, history matters. Here, for example, is Paul David, one of the key advocates for the concept of path dependence. ‘A path dependent sequence of economic changes is one of which important influences upon the eventual outcome can be exerted by temporally remote events, including happenings dominated by chance elements rather than systematic forces’ (1985, p. 332).  For David and some others, an important aspect of path dependence is that small and seemingly remote events can exert a surprising influence on major outcomes. In Brian Arthur’s seminal article on path dependence titled ‘Competing Technologies, Increasing Returns, and Lock-In by Historical Small Events’, he emphasizes the tendency of path dependent processes to ‘lock in’ certain economic outcomes. For Arthur, these outcomes are not necessarily chosen by fundamental underlying forces, but rather by “small events.” Consequently, they are subject to “nonpredictability” and “potential inefficiency."

What sort of things are they talking about?  David famously uses the example of the typewriter keyboard, arguing that the qwerty arrangement was offered at a critical moment in the development of typing technology, became established as the convention and stuck. (More about that one later.) Robin Cowan (1990, pp. 542-43) repeats Arthur’s story that an outbreak of hoof and mouth disease prompted farmers to leave water troughs empty, which hampered the development of steam automobiles in favor of the internal combustion engine. Cowan offers this episode as a ‘small historical event’, using Brian Arthur’s phrase, that explains, at least in part, how the internal combustion came to dominate steam power in automobiles. One more popular tale comes from the standards battle in videocassette recording between Beta and VHS. As this one is popularly told, Beta was the better standard, but as a result of some fortunate licensing choices, VHS gained an early lead in consumer sales, which resulted in its domination of the field because consumers valued compatibility with one another, and so hopped on an ever growing VHS bandwagon.

A Taxonomy 

The term path dependence has taken on subtly different meanings in different applications. It always incorporates some degree of persistence or memory. But in some instances, path dependence constitutes a ‘lock-in’ to some regrettable outcome. In other cases, it’s just persistence. In our writings (1995a, 1999), we have defined three types or degrees of path dependence. Two of these are absolutely commonplace and thoroughly incorporated into ordinary reasoning about economic matters. The third is uncommon, and is the type that may have implications for government action.  

First degree path dependence is simple durability. If I build a house with three bedrooms this year; I have a house with three bedrooms next year. There is no error implied by first-degree path dependence.  Early on, when I have no children, my house may be a bit larger than would be ideal, given the costs of space. Later, while we have children in the home it may be a bit too small, and still later on when the kids are gone, a bit too large again. All this may be anticipated perfectly well and the house size chosen could well be optimal over the life of a household. Moment to moment the choice could be viewed by an outsider as inefficient, but given the transactions costs of buying and selling a house, or of adding and subtracting from a structure, the arrangement is just fine, something that even an outside observer is likely to understand. 

Second-degree path dependence occurs where a decision is made that subsequent events reveal to be inferior to some alternative. This form of path dependence is like the first, except that the durable values chosen at some moment reflect an imperfect forecast. A couple may have chosen a home that would accommodate two children nicely, but then their second pregnancy produces twins. With three children, the house is too small. The couple would act differently if they had it to do over again, yet they may tolerate some crowding, given the costs of adjustment. There is no true error here. The decision makers made the best use of the available information. After the fact, the resource allocation (the size of the house) is not optimal for the conditions that actually occurred, and an outside observer could not explain the resource allocation without some knowledge of past expectations. Still, while there may be regret under second degree path dependence, there is no true error, because at the time that it was appropriate to make certain durable commitments, the actors did not have information that would allow them to do better. 

Third-degree path dependence, by contrast, involves error. At some moment, an action is taken that can be determined to be inferior to some feasible alternative. This is true error: It is possible to do better, but we have not. 

Simple examples like our home buyers’ problems, in which an individual makes a decision that has no external effects, don’t offer appealing illustrations of third degree path dependence. If three bedrooms is not a good choice and they know it, why would they choose three bedrooms?  However, when one person’s decision can affect the outcomes for someone else at some time in the future, this sort of time-related error becomes a possibility. The Beta-VHS story, which will be considered further below, could be made to fit the third-degree definition. If we all preferred the Beta format, but nevertheless all ended up with VHS when we could just as easily have chosen Beta, adoption of VHS as the standard is an error, a market failure and a third degree form of path dependence. 

First- and second-degree path dependence are extremely common. Most actions that we take have some durable consequences, and some consequences of those actions are very long lived. History does matter. Further, history may matter in surprising ways. Durability is not confined to the enduring objects that we ordinarily think of as durable goods. Conventions such as language and measurement systems are also durable. Systems of compatible components are often much more durable than the components themselves. For example, if I once bought a VHS videocassette player, I’ll end up with a bunch of VHS cassettes, which means that when I replace the player, I’ll probably buy VHS again. Similarly, banking regulations will prompt financial institutions to grow up in a way that accommodates those regulations, which may make the regulations difficult and possibly unattractive to alter.
 

The purpose of this taxonomy is to distinguish common instances of path dependence that clearly involve no market failure with the instances of path dependence that do, which Stan Liebowitz and I have argued are uncommon. This is particularly important because some of the economic literature of path dependence has clearly been concerned with market failures. If these claimed market failures are relevant for policy, in the sense that they constitute remediable
 misallocations, they correspond to our third-degree category. The next section examines these claims.

4. Path dependent market failure 

Consider a simple finger exercise that is motivated by the videocassette standards battle between the Beta and VHS formats. The example does not correspond to the actual Beta VHS history, but VHS and Beta serve as memorable labels. (I’ll get to the actual history later.) The videocassette standards battle arises because consumers benefit from being compatible with other consumers. People want to be able to rent movies and lend tapes to friends and family members. 

Now suppose that each of us looked at the two formats, Beta and VHS, and we each decided that we preferred the Beta standard. Suppose however, that for some reason, the initial sale or sales of videocassette recorders were VHS format machines. Under that circumstance, new purchasers might buy the VHS format due to their interest in compatibility with other sources of video cassettes. As more and more people adopted VHS, the reason for matching their choices would get stronger and stronger. In the end, we would all end up buying VHS, yet each of us would have been better off if the Beta format had emerged as the standard.  Thus it could happen that even though the all-Beta equilibrium is preferred and feasible, and each of us knew that we preferred the Beta format, we ended up with VHS. After the fact, we might each applaud our good judgment in avoiding the orphaned Beta format, but we’re really not so smart. There’s a better world available but we didn’t find our way to it. The accretion of individually rational decisions did not bring about the outcome that was in our collective interests. This is a market failure.

Though very simple and restricted, this story incorporates the basic structure of a number of formal models of path dependent market failure. In those models, some initial decision in favor of one standard or technology, perhaps for quite arbitrary reasons, is reinforced by the decisions of many other individuals, each acting in his own self-interest in light of the conditions he faces.  

Now you may well be wondering, if we all like Beta better, why would that first guy buy VHS? Or, if we all like Beta better, why wouldn’t each of us expect that other people would buy Beta? If we all like Beta better, wouldn’t we all see the consumer magazines reporting that Beta is better, causing each of us to expect a Beta avalanche and therefore buy Beta machines? (Might this interest in anticipating the action of the crowd even be one of the reasons for reading consumer magazines?) Wouldn’t friends and family be urging each other to join them in Beta paradise?  While these considerations lie outside the simple example above, and outside the formal models that correspond to that simple example, they are hardly peripheral matters. We’ll take them up further below, but first let’s look at another example that plays a prominent role in this literature.

One of the seminal articles in the literature of path dependence is Brian Arthur’s 1989 paper. An important feature of that paper is a numerical example of a choice of between two technologies that each exhibit increasing returns. Arthur’s table is reproduced here as table 1. The table shows the payoffs available to adopters of one of two alternative technologies. Notice that as the number of adopters of each technology increases, the payoffs to subsequent adopters increase. For now, assume that an adopter enjoys a benefit according to his position in the sequence of adopters, so that the payoffs to early adopters remain smaller than the benefits to later adopters. This payoff structure might occur where later adopters could learn from the trials and errors of early adopters, or could purchase better equipment, or could hire workers who were already trained and experienced. Two features of this numerical example are important. First, it incorporates increasing returns in each technology
—payoffs grow as adoptions increase. Second, it assumes that the technology that performs better at high levels of adoption is inferior at low levels. Both features are necessary for the example to work as it does. The first is explicit in Arthur’s presentation, the second is not explicitly acknowledged, but is a significant restriction.

	Table 1: Adoption Payoffs

	Number of Previous Adoptions
	0
	10
	20
	30
	40
	50
	60
	70
	80
	90
	100

	Technology A
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20

	Technology B
	4
	7
	10
	13
	16
	19
	22
	25
	28
	31
	34


Arthur’s analysis of how this technology adoption would unfold is straightforward. The first adopter would face a choice of payoffs of 10 for technology A or 4 for technology B, and so would choose technology A. The second, third and fourth adopters would do the same, and so on. The eleventh adopter could enjoy a payoff of 11 with technology A, but would still enjoy only 4 as the first adopter of technology B, and would therefore choose technology A. This pattern would continue, with all subsequent decisions reinforcing the it, so that with 100 adoptions, additional adopters continue to choose A, enjoying 20, against the alternative, still 4, with B.  

The outcome of all this is undesirable, because at high levels of adoption, technology B yields bigger payoffs than technology A. Decentralized decision making leads inexorably to full adoption of technology A, but technology B is ultimately would yield greater benefits. We get, using Arthur’s terminology, ‘lock in’. 

Indeed, Arthur’s numerical example does illustrate a potential for market failure. The payoffs in the table reflect an externality: Early adopters do not take into account the potential benefits that they could confer on later adopters, so in principle there is the potential for market failure. But as discussed in the section two, the implied inefficiency suggests a profit opportunity for someone who can figure out how to remedy the problem and appropriate some of the difference between costs and benefits. 

If the two technologies in Arthur’s example are owned, as would be the case if they were protected by patent, copyright, or trade secret, the existence of an actual externality is not at all clear. The owners of each of these technologies can expect to capture a portion of the surpluses that are shown in the table. Clearly, each of the owners would gain from having his technology adopted, but if expected adoptions are high, the owner of technology B has more to gain than the owner of technology A. Both owners would be willing to invest something to induce adoption, but the owner of B can expect to recover a larger return from establishing his technology. Each owner would find it in his interests to offer discounts and subsidies; to advertise; to provide technical support; to lease rather than sell the technology; to offer money-back guarantees; to grant exclusive licenses; and so on in order to establish his format as the standard. Each of them could use any of a large number of strategies that would, in effect, redistribute the payoffs in the table so as to make the early adopters better off. It is not necessary that the owner be able to appropriate the entire surplus generated. It requires only that the owner of B is not substantially worse than the owner of A at appropriating a portion of the surplus. 

Even if the technologies are not owned, adoption of technology A is not inevitable. A very large company, choosing between these technologies, might itself constitute many adoptions. Such a firm might experiment with technology B as an early adopter, then transfer the experience to a large number of other sites or other applications. Again, the potential market failure constitutes a profit opportunity that can be expected to bring forth entrepreneurial efforts. A large firm acting first to adopt technology B will have a cost advantage for a time and will better its competitors further by avoiding the misstep of adopting technology A. 

Arthur’s numerical example actually embeds a bigger problem—a more serious potential market failure—than the possibility that A will be chosen over B. As construed, the example offers no mechanism for getting started with either technology. Absent some method of redistributing the payoffs in the table, no party will wish to go first with A or B. Instead, each potential adopter will hope to outwait the others, hoping to enjoy the larger payoffs that accrue to later adopters. Absent some auxiliary mechanism for explaining the sequence of adopters, something other than passive reaction to the payoffs available is necessary if either technology is to be adopted in reasonable time, or even adopted at all. Entrepreneurial action to establish these technologies is not a contrived attachment to this example, but a necessary element.

We get a different story altogether if we assume that each adopter of a technology enjoys the same payoff as every other adopter of that technology. That is to say, your payoff depends only on the total number of other adopters, not on your sequence among the adopters. This assumption fits better with a networks or standards adoption than it does with technology adoption.  Under this common-payoffs assumption, there is no problem of everyone wanting to go last. In this case, however, if adopters have any foresight, and if they are aware of the basic structure of the payoffs that are shown in the table, they, and we, should not expect that adopters will choose technology A.  If large numbers of adoptions are expected (say, we expect that a lot of people will get mobile phones), then adopters will look forward to the payoffs that are available at 100 or more adoptions, and they will simply choose technology B. There is no potential market failure to worry about.

Different results are implied if we assume that the parties involved don’t have the information in the payoff table, that the only thing that they can observe is the payoff that is available, at any moment, to the next adopter. If we assume this sort of myopia on the part of all of the parties involved, then indeed the market outcome may well be adoption of technology A, the inferior technology.  This, however, would be a peculiar case to identify as a market failure, for the potential Pareto improvement is somehow there, in a theoretical sense, but it is not known to anyone. Neither the owners of the technologies nor the potential consumers are aware of the potential gains of either technology. While it is true that the superior technology B lurks in the background, its capabilities are undetected. In a sense, it is like penicillin before Fleming. It’s there, alright, but we are not aware that it might offer us substantial benefits. Of course, the world would be a better place for us if we knew more than we know, but it isn’t informative to call this condition a market failure. 

Arthur’s table and the contrived version of the Beta VHS wars that I presented earlier each raise the possibility of ‘lock-in’ by historically small and remote events. However, where the resulting lock-in imposes losses, there will be incentives for some of the parties involved to seek ways to avoid the trap; to avoid the implied externality. Where the externality is not internalized, that might be because the costs or too high or the information necessary is unavailable. This does not define away the possibility of relevant market failure or a role for government in remedying such a failure, but it does establish that durability or persistence alone does not establish that market failure is likely. What would be required to establish market failure here is the same as what is required elsewhere, a demonstration that a feasible improvement is available, even when all of the costs of an actual policy are taken into account.

5. The empirical case for path dependent market failure

Because there are durable assets, the consequences of our decisions can be with us for a long time, even when those decisions turn out to be incorrect. Consequently, we cannot fully explain the allocation of resources by an optimization model that ignores irreversible commitments that were made some time in the past. Examples of first- and second-degree path dependence are abundant.  What should be less common is what we have called third degree path dependence—remediable inefficiencies that are carried into the present by decisions that were made in the past. A portion of the literature of path dependence was concerned with presenting examples of path dependent market failure. Here, very briefly, are the two cases that are commonly cited in exposition and support of path dependence.

Qwerty-Dvorak

In ‘Cleo and the Economics of Qwerty’, Paul David (1985) relates the widely known story of the standards battle in typewriter keyboards to economic theory. According to the standard story, in the 1860s, when Christopher Latham Sholes and his collaborators developed what would become the first commercially successful typewriter, they chose a keyboard arrangement that addressed a mechanical problem of jamming type hammers. That mechanical problem was short lived, but the popularity of Sholes’s typewriter, which became the Remington Typewriter, established the ‘qwerty’ keyboard arrangement as the standard. In the 1930’s, August Dvorak developed a superior keyboard arrangement that was easier to learn and allowed dramatically higher typing speeds. Unfortunately, the story goes, few people have adopted the Dvorak arrangement because machines and training are hard to find, and machines and training are hard to find because so few people have adopted the Dvorak arrangement. Of this, David writes, ‘In spite of the presence of the sort of externalities that standard static analysis tells us would interfere with the achievement of the socially optimal degree of systems compatibility, competition in the absence of perfect futures markets drove the industry prematurely into standardization on the wrong system—where decentralized decision making subsequently has sufficed to hold it’ (emphasis in the original) (1985 p. 336).  In short, we have a market failure due to the persistence of past decisions. Initial commitments to a standard led us to the wrong system, and decentralized decision making has kept us there. 

The problem with this story is that it just isn’t true. Most of the early studies that established a substantial advantage of Dvorak’s patented arrangement were carried out by Dvorak himself. This included one influential study, sometime called ‘The Navy Study’
 that, it turns out, was completed under Dvorak’s supervision during the Second World War. The problem is not just a matter of appearance of a conflict of interest. In the Navy study, differences between the experimental treatment of the Dvorak and qwerty typists repeatedly stack up against qwerty. Modern experimental and simulation studies that compare the Dvorak and qwerty arrangements provide mixed results, but show nothing like the enormous advantages that Dvorak claimed and others have echoed.  The studies that appear to be the most credible find either no advantage for the Dvorak arrangement or only a very slight one. An experiment performed by Earle Strong for the GSA in 1950, which was much anticipated and influential at the time, concluded that the Dvorak keyboard had no advantage at all over the qwerty keyboard. (For a detailed history and discussion, see Liebowitz and Margolis 1990.)

The qwerty-Dvorak story has been cited as empirical support in a number of prominent theoretical papers that feature the lock-in property. Even though the qwerty-Dvorak story is now widely regarded as discredited, some writers continue to use it. Some have even argued that even though the story is not historically correct, it remains a valuable device for illustrating and motivating path dependence. Paul David (1999, p. 3) writes, ‘For me the story of the evolution of the QWERTY keyboard format continues to be an instructive and empirically sound heuristic, exhibiting a constellation of generic features to which many episodes in technological and institutional history conform’.  In part, this repeats the claim in David’s 1985 paper to the effect that qwerty problems are not uncommon; ‘Outcomes of this kind are not so exotic’ (p. 336).  

Beta-VHS

This standards battle is another favorite illustration of lock-in of an inferior choice, one that has been used by a number of prominent writers including Brian Arthur (1990). The story that is usually told (and here I’m following Arthur closely) is that the market for video cassette recorders started out with two competing formats, VHS and Beta, selling for about the same prices. Because of consumers’ interest in compatibility, a small lead for VHS resulting from either luck or some savvy marketing decisions led to a tipping of the market toward VHS and eventual domination by that format. Arthur notes the claim that Beta is a superior format and argues that if the claim is true, domination by VHS is a lock-in to an inferior choice. 

The actual history and technology of this standards battle argue against its continued use as an example of harmful lock-in.  The two formats had very similar technology, the result of aborted cooperation between Sony (Beta) and Matsushita (VHS). Tests by Consumers Union during this standards battle gave a slight edge in picture quality to VHS. The telling difference for most consumers, however, was that the VHS cassette allowed twice the recording time at a given tape speed, so that in early configurations the VHS machines could record for two hours while the Beta machines could record for only one. Beta did have some advantages for editing and special effects, but for most consumers, those advantages were unimportant in comparison with the longer taping time. So the eventual domination by VHS is not a choice of an inferior outcome.

Moreover, the historical feature that most clearly counters the claim that Beta-VHS is an example of path dependence is that Beta had almost a two-year head start on VHS. If path dependence were at work in this case, the established base of Beta machines at the time that VHS arrived should have kept out the new upstart. Instead, consumers made their choices, forcing the market equilibrium rather abruptly off of the Beta path and giving them what they valued—a machine that could record most movies and some sporting events without requiring a change of tapes. 

Here again, Stan Liebowitz and I (1999) have written about the VCR wars in much greater detail.  We have also discussed allegations of path dependent market failure concerning the operating systems market, measurement systems and the Japanese Ministry of International Trade and Industry (1999).

6. Causes of path dependence 

The examples I’ve already covered either present or hint at most of the causes of path dependence, but an inventory will illustrate the scope of the path dependence literature and may suggest some directions for additional research. Most of the literature, including our writing, has been concerned with the potential for path dependence in private actions, particularly in unregulated markets. What has not been explored very much are the origins and consequences of path dependence in public-sector actions, a topic that may be of much greater importance to those with interests in public policy. The two lists that follow cannot be exhaustive, nor are the explanations entirely distinct, but I hope they will be illustrative. 

Causes of Path Dependence in Private Actions

Durable goods:  This is of course the simplest cause, the one that gives us most of the ubiquitous cases of first- and second-degree path dependence. Again, what we have today depends on durable commitments that we made at some time in the past.

Compatible systems:  These too are everywhere and can appear with or without interactions between individual agents. Regarding individual actions, compatibility can introduce durability of a system that is greater than the durability of any single component. Consider a shop or factory that could be outfitted with either pneumatic or electric tools. Once the shop is in operation, as individual tools wear out, they will be replaced with tools of the same type, because they are compatible with the shop’s infrastructure. Similarly as the infrastructure wears out, it will be replaced with the infrastructure of same type because it is compatible with the stock of tools. In this example, the chain can readily be broken if the choice grows to be inappropriate, but only if the losses are large enough to justify the change. Compatibility that involves many agents can introduce more complicated problems. For example, train tracks of a certain gauge will require cars of the same gauge. Replacement cars will have to fit the tracks, and replacement tracks will have to fit the cars. A single line that did not interconnect with others is much like the pneumatic factory, and change would be straightforward if conditions ever warranted the change. For a system of interconnecting railroads, change would require coordination among multiple railroads.
  

Increasing returns: This is a catch-all term in economics that is best understood as bigger is better. Slightly more formally, it means that as we double the scale of an activity, multiplying every input by two, we more than double the output. In the simplest context, this implies that production cost falls as output expands. In the path dependence literature, increasing returns are used in a more general sense that the benefits of an activity increase more than in proportion to increases in the scale of the activity.  The next three ‘causes’ can all be understood as instances of increasing returns.

Network effects: Network effects occur where the benefit to any individual from using a particular good depends on the number of other individuals that are using the good. Fax machines and telephones are common examples. Any path dependence originates in the momentum that can build toward the selection of one network in competition with others. Two externalities are alleged, one that may yield the wrong network, following the logic of either the Beta-VHS wars or Arthur’s numerical example, and one that yields networks that are too small.
    

Standards: Standards are conventions that allow individuals to interact efficiently.  These include things like languages, measurement systems and operating systems. Standards lead to path dependence because they exhibit network effects. The Beta-VHS example is a standards story. So is competition in operating systems.

Technology development:  As experience with a technology grows, the benefits of using the technology often increase and the costs decrease. In competition between technologies, early adoptions may pave the way for later adoptions, so that early decisions can have a lasting effect. Early investments in a technology are irreversible fixed investments that can lend permanence to decisions, for better or worse.    

Causes of Path Dependence in Public Actions

Some of causes of path dependence in private actions will also influence outcomes in the public sector. Simple durability and compatible systems will cause old decisions about public facilities to have lasting influences. The remaining three items in the list above will also appear in the public sector, though the nature of the coordination problems should be different in the public sector. 
Concentration of interests: Theories of public choice identify circumstances that allow individual interests to be disproportionately more or less effective in influencing political outcomes. A concentrated interest is more likely to be effective than a diffuse interest—ten thousand people who each have an interest of a million dollars are more likely to defend their interest effectively than ten million people who each have an interest of one thousand dollars. The costs of organizing the larger group are simply higher than the cost of organizing the smaller group. In itself, this asymmetry is not a cause of path dependence, but many public policies create groups of beneficiaries with substantial interests in the policies. Pension policies, tax breaks, subsidies and import protections each create concentrated interests that are likely to be effective in resisting change. 
The transitional gains trap
:  Governments often intervene in markets to blunt competition for one reason or another. Cartelization of agriculture is typically advocated explicitly as a means or raising farmer’s incomes, though it is sometimes also supported as necessary to assure stable supplies and prices. Similarly, many city governments restrict the number of taxicab licenses (or medallions), claiming that higher wages for cab drivers will assure higher-quality drivers and better-maintained cabs. 

Though these programs often do confer a windfall gain on a group of initial targeted beneficiaries, their benefit is often capitalized into the price of some asset required for entry. In the U.S. tobacco program, for example, owners of ‘quota’, which is the right to grow tobacco, do earn a return on that asset, but the returns to tobacco farming itself are not elevated over the opportunity costs of farmers. Similarly, a large part of price of taxicab rides in New York covers the investment costs in the taxi medallions, which now sell for about $300,000 (corporate owned medallions) and the residual returns to the operators of taxicabs is forced to their opportunity costs. The consequence is that both producers and consumers suffer the monopoly welfare losses, yet current taxicab operators do not enjoy any significant increase in income.

A government could undo this problem by abolishing the supply restrictions, but once the monopoly rents have been capitalized into the cost of entry, abolishing the program has undesired equity effects, quite possibly imposing severe harm on the class of people that the program was intended to help. There is a legitimate equity concern for those who bought medallions at the elevated prices that reflect their scarcity. In principle, the potential winners from removing the output restriction could compensate the potential losers, but typically it will be very difficult to arrange such compensation. The government could buy out the current rights holders, but that too will impose efficiency losses through the deadweight loss of taxation.  The consequence is that these restrictions can be quite enduring.
 

Land use restriction is another important example. It is less obvious, because we don’t observe directly the price of a license or quota, but its effects are similar. Some regions place severe restrictions on development of land for residences or other buildings. The resulting rents are capitalized into the prices of buildings and land that is eligible for urban development. Land is much more densely developed than it would be if land were available to development at its (usually agricultural) opportunity costs, and housing prices are higher. Though it’s possible that almost everyone involved would be better if the restrictive land use policy had never been adopted, many people end up with a stake in the system of restrictions. Homeowners and landlords who paid prices that were elevated by land use restrictions could expect to suffer capital losses if the restrictions were ever removed. These parties constitute a formidable interest group favoring the status quo. Asymmetries in the concentration of interests combine with an equity concern for those who bought property at prices that reflect land use restrictions to maintain the status quo. 

Kreuger’s study of the history of U.S. policies toward the sugar industry is a detailed illustration of a transitional gains trap. U.S. tariffs on sugar date back to 1796, however the modern sugar program originated in 1934 as a means of raising the incomes of domestic producers and aiding Cuba. Since then, the program has survived numerous legislative regimes, technology changes and a reversal in the policy objective regarding Cuba. The various incarnations of the sugar program have resulted in higher prices of sugar for U.S. consumers, elevated costs for producers that use sugar or other sweeteners, and for much of the time, substantial budgetary costs. Nevertheless, Krueger shows that there were few benefits to domestic participants.  Once instituted, however, the program induced investment in program-specific assets. These investments gave growers, refiners, technical experts and bureaucrats substantial interests in continuation of some program that would maintain domestic prices at levels substantially above the prices in the rest of the world. The concentrated interests of these parties prevailed over the diffused interests of those who would gain from abandoning the program.

In his The Making of Economic Policy, Dixit (1996) covers closely related themes in his application of Williamson’s transactions cost framework to public policy. He observes that policy actions are durable; that once policies are implemented, they are not easily unwound. He cites the vested interests of bureaucrats and the constituencies that gain from a policy as defenders of the new status quo. He also considers those who, while not necessary the recipients of a wealth transfer, have made irreversible investments as a consequence of the policy—the sugar refiners in Krueger’s story of the sugar program. 

Dixit imports the contract doctrine of ‘reliance’ as a normative argument for protecting those vested interests: Those who have relied on government announcements and made good investments in good faith should not have their investments rendered valueless by a policy reversal (pp. 22-26).   He notes an efficiency argument as well. If governments reverse a policy action and thereby expropriate specific investments induced by those policies, investor responses to subsequent policy actions will be muted. 

Of course, if a policy turns out to be misguided, so that the benefits of reversing the policy outweigh the costs, it would be possible in principle for the winners from reversal to compensate the losers while still retaining a surplus. But in the real world of transactions costs that is Dixit’s focus, such remedies may not be available. Thus it is not possible to reverse all public policies that turn out to be inferior to some available alternative.  

Having made transactions costs a central feature his analysis of policymaking, Dixit incorporates Williamson’s remediability test for inefficiency. Interestingly, he too anticipates the Pangloss criticism. 

This is not a Panglosian assertion that ‘everything is for the best in this, the best of all possible worlds’; the best of all possible worlds would not be beset by transactions costs. Rather it is a reminder of how much policy freedom is constrained by transactions costs. It is saying, ‘This world is far from being ideal; but a would-be policy innovator would do well to think whether the existing setup is making the best of, or at least coping quite well with, the world’s imperfections’ (pp. 146-47).

Dixit’s treatment of path dependence draws on Paul David’s version of the QWERTY story, noting that path dependence in market behaviour is ‘often labeled “the economics of QWERTY.” In the same way, the effects discussed above might be called “the politics of QWERTY”’ (p. 28).  Maybe ‘the politics of taxicabs’ would be a better choice.   

Diminished competition: There is a potential for inertia in many human activities. People often are most comfortable doing things the way they have done them in the past. Many company histories report that failure or at least a difficult period occurred as the management became resistant to new ideas. In private markets, however, a company that refuses to change, perhaps failing to adopt new technologies, is likely to lose out to new companies or old ones that are less resistant to change. Democratic political processes should play a similar role, dispatching administrations that are unable to adapt to new circumstances, but the competitive pressures are somewhat less intense in the public sector. Candidates and parties constitute bundles of political positions, so that ineffectiveness in any one area may be lost in some larger picture that the voters must evaluate. Still, diminished does not mean absent, and all other things equal, we should expect that under democratic institutions, politicians can survive longer if they are can make voters better off.

Limited rewards: Earlier I noted that in markets, some would-be inefficiencies can be remedied through profit seeking activities that implement efficient changes and yield part of the surplus to the successful entrepreneur. Reward for such activities can be substantial. In the public sector, the compensation of political and civil service employees is highly constrained.
 Public sector salaries are limited and typically there are no equity shares in government. Again, the distinction is easy to overstate, and entrepreneurship can nevertheless play a role. Politicians may achieve something like an equity share through land or stock holdings, consulting arrangements or other indirect compensation schemes. It is commonly observed that road building enhances the values of lands that just happen to be owned by the politicians who managed to get the roads built. Often these outcomes are exposed or condemned as corruption, yet the election and reelection of these politicians suggests that the public either benefit or are not harmed by the practice. If the roads are going to be built, someone will have to assemble the political will to do so. Public sector entrepreneurship, like its private sector counterpart, is a difficult and risky business and is most likely to be undertaken by those with a stake in the outcome. 

7. Conclusion

The appeal of path dependence resides in the simple truth that history matters. The debate over path dependence concerns how it matters. Path dependence of a very simple sort—persistence—is intuitively quite appealing and empirically important. There are things, institutions, conventions, practices, relationships and ways of operating that are enduring. Some persistence may be not be immediately evident, and discovering that persistence can be important social science. 

Path dependent inefficiency, or lock-in, while theoretically possible, appears to be quite rare. The same forces that act against inefficiencies in ‘ordinary’ resource allocation also act against inefficiencies where durability is present. Although the conditions that are alleged to give rise to inefficient lock-in are quite common, real world cases appear to be difficult to find.

Part of our brief has been to advise against confusing simple persistence with inefficient lock-in. The potential for error is extending the intuitive and empirical support for claims about ordinary persistence to the claims of inefficient lock-in. The simple fact of persistence should not be taken to imply a likelihood of inefficiency. Just as policy analysts should not accept the suggestion of remediable market failure at the allegation of externality, they should be skeptical that persistence over time is likely to enshrine inefficiency.  

Public policy scholars may find it particularly interesting to consider sources of path dependence in public sector institutions. Some instances of path dependence may constitute inefficiencies and yet, even in the public sector there are corrective forces that may mitigate the worst of these. 
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� Our first paper on this, Liebowitz and Margolis (1990) is a critical examination of the leading historical example on path dependence. Also see also Liebowitz and Margolis (1995a and 1999). 


� Krugman (1994 p. 235) The full quote is “In qwerty worlds, markets cannot be trusted,” referring to the leading empirical example of path dependence. In that quote, Krugman is characterizing the path dependence literature, not necessarily taking a position. In some of his more recent writings, he has expressed skepticism regarding some of the claims in the path dependence literature.


� The Federal Reserve Bank of Minneapolis (1993).


� See Demsetz (1973). Related arguments have been presented by Calebresi (1968), Coase (1964),  and Dahlman (1979). Williamson (1993) argues that an allocation that does not fully satisfy the usual efficiency conditions must be remediable for it to be properly called inefficient.  


� Mark Roe (1994) provides an extensive discussion of the interrelationships between specific banking regulations and the evolution of financial institutions, arguing in part that these interrelationships have enhanced the persistence of regulations in both Europe and the United States


� Our use of remediability in this and other writings follow Williamson (1993), who argues that a conclusion that something is inefficient requires that it be remediable.


� Usually called ‘network effects’ in this literature, but in Arthur’s telling ‘increasing returns’ is more appropriate since network effects accrue to old adopters as well as new adopters. I return to this point in a moment.


� Navy Department (1944)


� Lardner (1987) provides a detailed history.


� For some other interesting examples, see Kobayashi and Ribstein (1996) and Van Vleck (1997).


� Douglas Puffert (2000) provides an extensive study of the history of railroad gauge. Puffert interprets this history as one in which a gauge that was selected largely by chance was perpetuated in subsequent adoptions. In my view, the history that he presents can also be interpreted as one of experimentation of several distinct alternative gauges, with eventual widespread adoption of a choice that was appropriate over a broad range of applications, with survival of non-standard gauges in some local systems where they are particularly well suited. Under either reading, Puffert’s history is valuable.


� Liebowitz and Margolis (1995b) consider both of these. Among other things, we show that ownership of networks overcomes the too-small effect. Katz and Shapiro (1986) and Farrell and Salonor (1985) show various degrees of lock-in resulting from what Katz and Shapiro termed network externalities.


� Our most complete treatment of path dependence (Liebowitz and Margolis 1995a), though almost entirely concerned with path dependence in markets, noted that path dependent inefficiency is more likely in government policies and institutions. The competitive pressures that we argued would act against inefficiencies in private markets are absent or less effective in the public sphere. Recently, political scientists have taken up path dependence in the public sector and made similar points. See, for example Pierson (2000), who make a case for path dependence in politics. He agues that increasing returns in the creation and maintenance of institutions, concentrations of power, the “complexity and opacity of politics” in comparison to markets, and short time horizons induced by the electoral cycle, among other things, can result in path dependence.    


� This term is the title of a paper by Gordon Tullock (1975), which discusses the taxi medallion example that follows here.


� The differences between markets and government can be overstated. As I am writing, comes news that a proposed buyout of the U.S. tobacco program, which until very recently appeared to be dying in Congress, is now poised to pass. This is, however, somewhat idiosyncratic. John Edwards’s candidacy for vice president has made North Carolina a swing state in the presidential election, which in turn has both parties reluctant to oppose this very substantial windfall to North Carolina farmers. Chalk one up, perhaps, for Pierson’s “opacity of politics” and maybe even Brian Arthur’s historically small events. 


� Peirson (2000) make a similar point in comparing our arguments about path dependence in markets with his regarding the public sector. Here again, it is easy to overstate the difference between the public and private sectors. 
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